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Getting Started

This chapter provides an overview of starting your NETGEAR ProSafe M5300 Switch and
accessing the user interface. This chapter contains the following sections:

*  Switch Management Interface on page 9

*  Web Access on page 9

* Understanding the User Interfaces on page 10
e Interface Naming Convention on page 17

Switch Management Interface

The switches in the NETGEAR ProSafe M5300 family contain an embedded Web server and
management software for managing and monitoring switch functions. M5300 Series devices
function as simple switches without the management software. However, you can use the
management software to configure more advanced features that can improve switch
efficiency and overall network performance.

Web-based management lets you monitor, configure, and control your switch remotely using
a standard Web browser instead of using expensive and complicated SNMP software
products. From your Web browser, you can monitor the performance of your switch and
optimize its configuration for your network. You can configure all switch features, such as
VLANSs, QoS, and ACLs by using the Web-based management interface.

Web Access

To access the M5300 Series management interface, open a Web browser and enter the IP
address of the switch in the address field.

You must be able to ping the IP address of the M5300 Series management interface from
your administrative system for Web access to be available. If you did not change the IP
address of the switch from the default value, enter 192.168.1.1 into the address field.
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Accessing the switch directly from your Web browser displays the login screen shown below.

. M5300-28G3
N F ATnGwE”A R ProSafe 24-port L3

Stackable GE Switch with L3 Reuting

l“ Help

LOGIN

Copyright @ 1996-2011 NETGEAR &

Understanding the User Interfaces

ProSafe M5300 software includes a set of comprehensive management functions for
configuring and monitoring the system by using one of the following methods:

*  Web user interface

* Simple Network Management Protocol (SNMP)

e Command Line Interface (CLI)

Each of the standards-based management methods allows you to configure and monitor the
components of the ProSafe M5300 software. The method you use to manage the system
depends on your network size and requirements, and on your preference.

The Web Management User Guide Web Management User Guide describes how to use the
Web-based interface to manage and monitor the system.

Using the Web Interface
To access the switch by using a Web browser, the browser must meet the following software

requirements:

e HTML version 4.0, or later
e HTTP version 1.1, or later
¢ Java Runtime Environment 1.6 or later

Getting Started
10
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Use the following procedures to log on to the Web interface:

1. Open a Web browser and enter the IP address of the switch in the Web browser
address field.

2. The default user name is admin, default password is none (no password). Type the user
name into the field on the login screen and then click Login. User names and passwords
are case sensitive.

3. After the system authenticates you, the System Information page displays.

The figure below shows the layout of the Managed Switch Web interface.

Navigation Tab Feature Link
Help Link

M5300-28G3

ProSafe 24-parr L3
Stackable GE Swirch with L3 Routing

itching Routing QoS Security Monitoring Maintenance Help Index

Monagement | Device View i Services : Stacking | SNMP { LLDP : ISDP : Timer Schedule

System Information

Switch Statistics System Information @
iz HHL roduct N M5200-28G3 ProSafe 24-port Gigabit L2 with 10 Gigabit LOGOUT -
Status roduct Name Stacking, R.6.27.1, B1.6.8.5 Button
Slot Information
RS System Name
Interface System Location H I P
Network Interface
N System Contact elp Fage
Time
DNS Login Timeout s (0 to 160) mins
S IPv4 Network Interface 10.27.34.175/255.255.255.0
Prefiffence
IPv6 Network Interface f280::2eb0: Sdff:Fe01:f6F0/64
IPv4 Loopback Interface

Page Menu  ciommtmtcrine Configuration Status and Options

4 . B

REFRESH | CANCEL ALY

Copyright @ 1996-2012 NETGEAR &

Navigation Tabs, Feature Links, and Page Menu

The navigation tabs along the top of the Web interface give you quick access to the various
switch functions. The tabs are always available and remain constant, regardless of which
feature you configure.

When you select a tab, the features for that tab appear as links directly under the tabs. The
feature links in the blue bar change according to the navigation tab that is selected.

The configuration pages for each feature are available as links in the page menu on the left
side of the page. Some items in the menu expand to reveal multiple configuration pages, as
the following figure shows. When you click a menu item that includes multiple configuration
pages, the item becomes preceded by a down arrow symbol and expands to display the
additional pages.

Getting Started
11
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System
Information
Switch Statistics
System CPU
Status

Slot Information
Loopback
Interface

Page Link ———»

Configuration e

Pages
> = IPvE Network

Configuration

+ IPwE Network
Interface Meighbor
Table

Time

DNS

SDM Template

Preference

Configuration and Monitoring Options

The area directly under the feature links and to the right of the page menu displays the
configuration information or status for the page you select. On pages that contain
configuration options, you can input information into fields or select options from drop-down
menus.

Each page contains access to the HTML-based help that explains the fields and configuration
options for the page. Each page also contains command buttons.

Table 1 shows the command buttons that are used throughout the pages in the Web
interface:

Table 1. Command Buttons

Button Function
ADD Clicking ADD adds the new item configured in the heading row of a table.
APPLY Clicking APPLY sends the updated configuration to the switch. Configuration changes take

effect immediately.

CANCEL Clicking CANCEL cancels the configuration on the screen and resets the data on the
screen to the latest value of the switch.

DELETE Clicking DELETE removes the selected item.

REFRESH Clicking REFRESH updates the page with the latest information from the device.

LOGOUT Clicking the LOGOUT button ends the session.

Getting Started
12
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Device View

The Device View is a Java® applet that displays the ports on the switch. This graphic provides
an alternate way to navigate to configuration and monitoring options. The graphic also
provides information about device ports, current configuration and status, table information,
and feature components.

The Device View is available from the System> Device View page.

The port coloring indicates whether a port is currently active. Green indicates that the port is
enabled, red indicates that an error has occurred on the port or that the link is disabled, and
black indicates that the port is not active.

The following figure shows the front-panel Device View of the M5300-52G-POE+ switch.

Stack Unit ID Open Full Stack View
Stack Navigation
RO W

Master Next | Full Stack View

FROSAFE M5300-52G-POE+

1 NETGEAR

o
1

B HHHHHHHHHH

Front/Back View Toggle

Use the stack navigation buttons to view the stack master or the next/previous members in
the stack. Click Full Stack View to see the device view for each stack member on a single
page. The following figure shows the full stack view for a stack with two members.

NETGEAR FROSAFE M5300-52G-POE+

o N E) I S Y I ) R ) Y D D ) F ) A ] ) 51 R O R R Y

8| & iiiiiiiiiiiiiiiiiiiiiiii

To view the back panel of the switch, click the front/back toggle button (B or F, depending on
the current view). The following figure shows the back-panel Device View of the
M5300-52G-POE+ switch.

Master Next Full Stack View

Getting Started
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Device View System LEDs

In addition to the port LEDs, the device view provides a representation of the system LEDs on
the left side of the front switch panel.

Power/Status LED

The power LED is a bicolor LED that serves as an indicator of power and diagnostic status.
The following indications are given by the following LED states:

* A solid green LED indicates that the power is supplied to the switch and operating
normally.

* A solid yellow LED indicates that system is in the boot-up stage.
* No lit LED indicates that power is disconnected.

FAN Status LED

FAN status is indicated as follows:

e A solid yellow LED indicates that the fan is faulty.
* No lit LED indicates that the fan is operating normally.

Stack Master LED

The Stack Master LED is lit if there is an active stack link and the unit is in stack mode.

* A solid green LED indicates that the switch acts as a master unit in a stack of switches.
* No lit LED indicates that the switch acts as a slave member in a stack of switches.

Module LEDs

Each switch includes two back-panel XAUI ports that support stacking or Ethernet modules.
For the M5300 Series-28G switches, the port numbers are 27 and 28. For M5300 Series-52G
switches, the port numbers are 51 and 52. If a back-panel module is present and active, the
LED is solid green.

Seven-Segment LED for the Stacking ID
A solid green LED displays the stack ID (1-6).

Getting Started
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Device View Navigation

ProSafe M5300 Switch

Click the port you want to view or configure to see a menu that displays statistics and
configuration options. Click the menu option to access the page that contains the
configuration or monitoring options.

NETGEAK

Connect with Innovafion ™

System Switching Routing QoS

Stacking

Management | i License | Services i

Device View

Master Next

Security Monitoring Mainte

PoE | SMMP | LLDP | ISDP | Timer

Full Stack View

ProSafe 48-port L2 Stackable
GE PoE Switch with Static Routing

Help Index

nance

Scheduls

1
&

Copyright © 1996-2012 NETGEAR &

o N6 6118 N B O I e ) ) ) D D B S P (R FERE T AP HPT 0 A

5 ol o
| T e

Port Detailed Statistics

Double VLAN Tunneling

Spanning Tree Port Configuration
Spanning Tree Port Configuration Status
WLAN Port Configuration

GARP Port Configuration

Port Security Interface Configuration
Port Security Static

Port Security Dynamic

Port Security Violation Status

IP Interface Configuration

Port Access Control Configuration
Port Access Confrol Statistics

MVR Interface Configuration

FROSAFE M5300-52G-POE+

m

REFRESH

If you click the graphic, but do not click a specific port, the main menu appears. This menu
contains the same option as the navigation tabs at the top of the page.

Device View

Master MNext Full Stack View
1 NETOEAR PROSAFE M5000-52G-POE+
! System L34 ) I i W 5N 5 ) 9 ]
= Swicnng [ sase o v comoraion |
ﬁ Routing * | Auto-VolP ¥ Advanced ¢

Qos k| isSCEl L4
Security | STP L4
Monitaring * | Multicast L4
Maintenance *| MVR L3
Help * | Address Table ¥
Index Ports L3
LAG L3

Getting Started
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Help Page Access

Every page contains a link to the online help 1 which contains information to assist in
configuring and managing the switch. The online help pages are context sensitive. For
example, if the IP Addressing page is open, the help topic for that page displays if you click
Help.

User-Defined Fields

User-defined fields can contain 1 to 159 characters, unless otherwise noted on the
configuration Web page. All characters may be used except for the following (unless
specifically noted in for that feature):

\ <
/ >|
* |
?

Using SNMP

The ProSafe software supports the configuration of SNMP groups and users that can
manage traps that the SNMP agent generates.

ProSafe use both standard public MIBs for standard functionality and private MIBs that
support additional switch functionality. All private MIBs begin with a “-” prefix. The main object
for interface configuration is in -SWITCHING-MIB, which is a private MIB. Some interface
configurations also involve objects in the public MIB, IF-MIB.

SNMP is enabled by default. The System > Management > System Information Web page,
which is the page that displays after a successful login, displays the information you need to
configure an SNMP manager to access the switch.

Any user can connect to the switch using the SNMPV3 protocol, but for authentication and
encryption, the switch supports only one user which is admin; therefore there is only one
profile that can be created or modified.

To configure authentication and encryption settings for the SNMPv3 admin profile by using
the Web interface:
1. Navigate to the System > SNMP > SNMPv3 > User Configuration page.

2. To enable authentication, select an Authentication Protocol option, which is either MD5 or
SHA.

3. To enable encryption, select the DES option in the Encryption Protocol field. Then, enter
an encryption code of eight or more alphanumeric characters in the Encryption Key field.

4. Click APPLY.

To access configuration information for SNMPv1 or SNMPv2, click System > SNMP >
SNMPv1/v2 and click the page that contains the information to configure.

Getting Started
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Interface Naming Convention

The ProSafe support physical and logical interfaces. Interfaces are identified by their type
and the interface number. The physical ports are gigabit interfaces and are numbered on the
front panel. You configure the logical interfaces by using the software. Table 2 describes the

naming convention for all interfaces available on the switch.

Table 2. Naming Conventions for Interfaces

Interface

Description

Example

Physical

The physical ports are in
unit/slot/port format, where unit is
the stack ID of the switch, slot is the
slot ID (always O for physical ports),
and port is the port ID, which starts
at 1 and is identified on the front
panel of the switch.

1/0/1: Port 1 on stack member 1
2/0/23: Port 23 on stack member 2

Link Aggregation Group (LAG)

LAG interfaces are logical
interfaces that are only used for
bridging functions.

ch1, ch2, ch3, and so on

CPU Management Interface

This is the internal switch interface
responsible for the switch base
MAC address. This interface is not
configurable and is always listed in
the MAC Address Table.

5/1

Routing VLAN Interfaces

This is an interface used for routing
functionality. The format can be
expressed in vlan id format or
unit/slot/interface format, where unit
is 0, slot is 4, and interface is the
logical VLAN interface ID.

0/4/1, 0/4/2, 0/4/3, and so on
or
vlan 1, vlan 2, vlan 3, and so on

Getting Started
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Getting Started
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Contiguring System Information

Use the features in the System tab to define the switch’s relationship to its environment. The
System tab contains links to the following features:

Management on page 19

Device View (See Device View on page 12)

License on page 43

Services on page 45

Stacking on page 68

PoE (M5300-28G-POE+ and M5300-52G-POE+ Only) on page 82
SNMP on page 87

LLDP on page 93

ISDP on page 109

Timer Schedule on page 114

Management

This section describes how to display the switch status and specify some basic switch
information, such as the management interface IP address, system clock settings, and DNS
information. From the Management link, you can access the following pages:

e System Information on page 20

*  Switch Statistics on page 24

» System CPU Status on page 26

* Loopback Interface on page 29

*  Network Interface on page 30

e Time on page 34

e DNS on page 40

* SDM Template Preference on page 42

19
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System Information

After a successful login, the System Information page displays. Use this page to configure
and view general device information.

To display the System Information page, click System > Management > System Information.
A screen similar to the following displays.

System Information

System Information

MS200-52G-POE+ ProSafe 48-port Gigabit L2+ PoE+ with

Praduct N
roguct Name 10 Gigabit Stacking, 2.6.5.8, B1.6.8,3

System Mame

System Location

System Contact

Login Timeout 5 (0 to 180) mins
IPw4 Network Interface i0.27.34,180/255.255,255.0

IPw6 Network Interface fe80::2eh0:5dff:fe51:f9ad /64

IPv4 Loopback Interface

System Date Jul 3 19:48:49 2012 (UTC+0:00)
System Up Time 17 days 17 hours 19 mins 20 secs
Current SNTP Sync Status Success

System SNMP OID 1.2.6.1.4.1.4526,100.1.17
System MAC Address 2C:B0:50:91:F9:AD

Supported Java Plugin Version 1.6

Current SNTP Synchronized Time Jul 3 19:48:49 2012 UTC

FAN Status

m_!-____!-_
CPU1 (a1

CPU 2 Ok (8]

Power 1 (sl (sl

Power 2 OK MA

Temperature Status

System 31°%C 27°C

Device Status

Firmware | ¢ 6.8 2.6.6.2

Version

Hoat B1.5.8.3 B1.6.8.3

Version

CPL[? Ox2 Ox2

Version

Serial

2¥MN1225RFO018 11

Number

AC Ciperational Ciperational

Remaote Mot Present Mot
Present

PoE 1.0.2.4 4.0.0.3

Version

MAX PoE  N/A& MSA

Configuring System Information
20
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The System Information provides various statuses:

Switch Status

To define system information:

1.

2.

In the System Name field, enter the name you want to use to identify this switch. You
may use up to 255 alphanumeric characters. The factory default is blank.

In the System Location field, enter the location of this switch. You may use up to 255
alphanumeric characters. The factory default is blank.

In the System Contact field, enter the contact person for this switch. You may use up to 25
alphanumeric characters. The factory default is blank.

In the Login Timeout field, specify how many minutes of inactivity should occur on a serial
port connection before the switch closes the connection. Enter a number between 0 and
160: the factory default is 5. Entering O disables the timeout.

Click APPLY to send the updated screen to the switch and cause the changes to take effect
on the switch. These changes will not be retained across a power cycle unless a save is

performed.

The following table describes the status information the System Page displays.

Field

Description

Product Name

The product name of this switch.

IPv4 Network Interface

The IPv4 address and mask assigned to the network interface.

IPv6 Network Interface

The IPv6 prefix and prefix length assigned to the network interface.

IPv4 Loopback Interface

The IPv4 address and mask assigned to the loopback interface.

IPv6 Loopback Interface

The IPv6 prefix and prefix length assigned to the loopback interface.

System Date

The current date and time. If the system has not synchronized with
an SNTP server, the system time and date is probably incorrect by
many years.

System Up Time

The time in days, hours and minutes since the last switch reboot.

Current SNTP Sync Status

Indicates whether the system time has synchronized with an SNTP
server (Success), or has not attempted or failed to synchronize with
an SNTP server (Other).

System SNMP OID

The base object ID for the switch's enterprise MIB.

System Mac Address

Universally assigned network address.

Supported Java Plugin Version

The supported version of Java plugin.

Current SNTP Synchronized Time

The current date and time, if the system time has been synchronized
with an SNTP server; otherwise, this field is Not Synchronized.

Configuring System Information
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FAN Status

The screen shows the status of the fans in all units. These fans remove the heat generated
by the power, CPU, and other chipsets, allowing the chipsets to work normally. Fan status
has three possible values: OK, Failure, Not Applicable (NA).

The following table describes the Fan Status information.

Field Description

Unit ID The stack member unit identifier assigned to the
switch which the fan belongs to.

CPU 1/CPU2 The working status of each CPU fan.

Power 1/Power 2 The working status of the power supply fan(s). If the
status is N/A, the power supply might not be installed
or active, or the switch model might support a single
power supply.

Click REFRESH to refresh the system information of the switch.

Temperature Status

The screen shows the current operating temperature of the switch. The temperature is instant
and can be refreshed when the REFRESH button is pressed. The maximum temperature of
the switch depends on the actual hardware.

The following table describes the Temperature Status information.

Field Description

Unit ID The stack member unit identifier assigned to the
switch which the fan belongs to.

System The current temperature of the switch.

Click REFRESH to refresh the system information of the switch.
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The screen shows the various inventory information for each device.

The following table describes the Device Status information.

Field

Description

Firmware Version

The release.version.maintenance.build number of the code currently running
on the switch. For example, if the release was 8, the version was 0, the
maintenance number was 3, and the build number was 11, the format would
be 8.0.3.11.

Boot Version

The version of the boot code which is in the flash memory to load the
firmware into the memory.

CPLD Version

The version of the software for the Complex Programmable Logic Device
(CPLD).

Serial Number

The serial number of this switch.

AC The status of the internal AC power module.
Remote Indicates the status of the Remote Power Supply (RPS). The status has three
possible values:
* Not Present: RPS bank not connected
+ OK: RPS bank connected.
* FAIL: RPS is present, but power is failed.
PoE Version Version of the PoE controller firmware image.
MAX PoE Indicates the status of maximum PoE power available on the switch as

follows:

* ON: Indicates less than 7W of PoE power available for another device.
+ OFF: Indicates at least 7W of PoE power available for another device.
* N/A: Indicates that PoE is not supported by the unit.

Click REFRESH to refresh the system information of the switch.

Configuring System Information
23




ProSafe M5300 Switch

Switch Statistics

Use this page to display the switch statistics.

To display the Switch Statistics page, click System > Management > Switch Statistics. A
screen similar to the following displays.

Switch Statistics
Statistics 7

ifIndex 417
Octets Received 2217432
Packets Received Without Errors 22325
Unicast Packets Received 14468
Multicast Packets Received 7730
Broadcast Packets Received 107
Receive Packets Discarded 0
Octets Transmitted 12897472
Packets Transmitted Without Errors 17263
Unicast Packets Transmitted 15964
Multicast Packets Transmitted 1251
Broadcast Packets Transmitted 8
Transmit Packets Discarded 0
Most Address Entries Ever Used 6
Address Entries in Use 4
Maximum VLAN Entries 4054
Most VLAN Entries Ever Used 29
Static VLAN Entries 28
Dynamic VLAN Entries 1
VLAN Deletes 0
Time Since Counters Last Cleared 0 day 5 hr 22 min 57 sec

The following table describes Switch Statistics information.

Field Description

ifindex

This object indicates the iflndex of the interface table entry
associated with the Processor of this switch.

Octets Received

The total number of octets of data received by the processor
(excluding framing bits but including FCS octets).

Packets Received Without Errors

The total number of packets (including broadcast packets and
multicast packets) received by the processor.

Unicast Packets Received

The number of subnetwork-unicast packets delivered to a
higher-layer protocol.

Multicast Packets Received

The total number of packets received that were directed to a
multicast address. Note that this number does not include packets
directed to the broadcast address.
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Field Description

Broadcast Packets Received The total number of packets received that were directed to the
broadcast address. Note that this does not include multicast
packets.

Receive Packets Discarded The number of inbound packets which were chosen to be discarded

even though no errors had been detected to prevent their being
deliverable to a higher-layer protocol. A possible reason for
discarding a packet could be to free up buffer space.

Octets Transmitted The total number of octets transmitted out of the interface, including
framing characters.

Packets Transmitted Without Errors | The total number of packets transmitted out of the interface.

Unicast Packets Transmitted The total number of packets that higher-level protocols requested
be transmitted to a subnetwork-unicast address, including those
that were discarded or not sent.

Multicast Packets Transmitted The total number of packets that higher-level protocols requested
be transmitted to a Multicast address, including those that were
discarded or not sent.

Broadcast Packets Transmitted The total number of packets that higher-level protocols requested
be transmitted to the Broadcast address, including those that were
discarded or not sent.

Transmit Packets Discarded The number of outbound packets which were chosen to be
discarded even though no errors had been detected to prevent their
being deliverable to a higher-layer protocol. A possible reason for
discarding a packet could be to free up buffer space.

Most Address Entries Ever Used The highest number of Forwarding Database Address Table entries
that have been learned by this switch since the most recent reboot.

Address Entries in Use The number of Learned and static entries in the Forwarding
Database Address Table for this switch.

Maximum VLAN Entries The maximum number of Virtual LANs (VLANSs) allowed on this
switch.
Most VLAN Entries Ever Used The largest number of VLANSs that have been active on this switch

since the last reboot.

Static VLAN Entries The number of presently active VLAN entries on this switch that
have been created statically.

Dynamic VLAN Entries The number of presently active VLAN entries on this switch that
have been created by GVRP registration.

VLAN Deletes The number of VLANSs on this switch that have been created and
then deleted since the last reboot.

Time Since Counters Last Cleared The elapsed time, in days, hours, minutes, and seconds, since the
statistics for this switch were last cleared.

Click CLEAR to clear all the counters, resetting all switch summary and detailed statistics to
default values. The discarded packets count cannot be cleared.
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System CPU Status

Use this page to display system CPU status and utilization information.

To display the System Resource page, click System > Management > System CPU Status. A
screen similar to the following displays.

System CPU Status

CPU Memory Status (@

Total System Memory 513736 KBytes
Available Memory 58256 KBytes

CPU utilization (@

Memory Utilization Report &

status bytes

free 58756544
alloc 466309120

m

CPU Ucilization:

FID Hame 5 Secs 60 Secs 300 Secs
128 ogapiTimer 0.00% 0.03% 0.05%
130 _interrupt thread 0.00% 0.01% 0.02%
132 beml2X. 0 4.11% 3.96% 3.94% y

System CPU Status

The following table describes CPU Memory Status information.

Field Description

Total System Memory The total memory of the switch in KBytes.

Available Memory The available memory space for the switch in
KBytes.

CPU Utilization Information

This area displays the CPU Utilization information. It displays the amount of available and
allocated memory and lists each system process (task) that is running, along with its CPU
utilization over the last 5, 60, and 300 seconds.
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Slot Information

Use this page to view information about the cards installed in the switch’s slots. This page
also provides information about the cards and switches that are compatible with the device.

To display the Switch Statistics page, click System > Management > Slot Information. A
screen similar to the following displays.

Slot Information

Slot Summary 3

Slot | Status | Administrative | Power | Configured Card | Configured Card Inserted Card | Inserted Card Card Card
State State | Model ID Description Model TD Description Power Down | Pluggable

3/0  Full Enable Enable  M5300-52G-POE+  ProSafe 48-port Gigabit L2+ PoE+ with 10 Gigabit Stacking M5300-52G-POE+ | ProSafe 4-port Gigabit L2+ PoE+ with 10 Gigabit Stacking  False False

Supported Card

card

GSM73285 2 0x563040d1 GSM73285 - 24 GE, 4 TENGIG

GSM73528 3 0x563040d2 GSM73528 - 48 GE, 4 TENGIG

GSM7328FS 4 0x563040d3 GSM7328F5 - 24 GE, 4 TENGIG

GSM73285v2 5 0x563140d1 24-Port Gigabit Layer 3 Stackable Managed Switch with 2 10G SFP+ ports
GSM73525v2 6 0x563140d2 48-Port Gigabit Layer 3 Stackable Managed Switch with 2 10G SFP+ ports
GSM7228P5 7 0x563140d3 24-Port GE L2+ Managed Stackable PoE Switch with 2 10GE SFP+ ports
GSM7252PS 8 0x563140d4 48-Port GE L2+ Managed Stackable PoE Switch with 2 10GE SFP+ ports
M5300-28G 13 0x1320000 ProSafe 24-port Gigabit L2+ with 10 Gigabit Stacking

M5300-28G3 14 0x2320000 ProSafe 24-port Gigabit L3 with 10 Gigabit Stacking

M5300-28G-POE+ 15 0%3320000 ProSafe 24-port Gigabit L2+ PoE+ with 10 Gigabit Stacking

M5300-28GF3 16 0x4320000 ProSafe 24-port Gigabit Fiber L3 with 10 Gigabit Stacking

M5300-52G 17 0x5320000 ProSafe 48-port Gigabit L2+ with 10 Gigabit Stacking

M5300-52G3 18 0x6320000 ProSafe 48-port Gigabit L3 with 10 Gigabit Stacking

M5300-52G-POE+ 19 0x7320000 ProSafe 48-port Gigabit L2+ PoE+ with 10 Gigabit Stacking

Supported Switch D
Model ID Index Preference
GSM73285v2 1 1
GSM73525v2
GSM7228PS
GSM7252PS
M5300-28G
M5300-28G3
M5300-28G-POE+
MS5300-28GF3
M5300-52G
M5300-52G3
M5300-52G-POE+

R TR R R SR

1
1
1
1
1
1
1
1
1
1

Slot Summary

The following table describes information in the Slot Summary table.

Field Description

Slot The slot number.

Status Indicates whether the slot is empty or full.

Administrative State Indicates whether the slot is administratively enabled or disabled.
Power State Indicates whether the device is providing power to the slot.

Configured Card Model ID The model ID of the card configured for the slot.

Configured Card Description The description of the card configured for the slot

Inserted Card Model ID The model ID of the card plugged into the slot.

Inserted Card Description The description of the card plugged into the slot.
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Field

Description

Card Power Down

If the value is True, the Power State can be administratively enabled
or disabled. If the value is False, the Power State cannot be
configured.

Card Pluggable

If the value is True, the card can be administratively enabled or
disabled. If the value is False, the Administrative State cannot be
configured.

Supported Card

The following table describes information in the Supported Card table.

Field Description

Card Model The model ID of the supported card.

Card Index The index assigned to the card type.

Card Type The hardware type of the supported card, which is assigned by the

manufacturer.

Card Descriptor

Description of the supported card, which includes the
manufacturer's product number and information about number and
speed of the supported interfaces.

Supported Switch

The following table describes information in the Supported Switch table. When preconfiguring
a new stack member, the Switch Index identifies the type of switch that is being added to the

stack.

Field

Description

Switch Model ID

The model number of the supported switch.

Switch Index

The index assigned to the supported switch.
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Loopback Interface

Use this page to create, configure, and remove Loopback interfaces. A loopback interface is
a logical interface that is considered to be always up.

To display the Loopback Interface page, click System > Management > Loopback Interface.
A screen similar to the following displays.

Loopback Interface Configuration

Loopback Interface Type @

1Pv4 [«

Loopback Interface Type
IPv4 Loopback Interface Configuration
Loopback | Primary IP Primary IP Subnet Loopback Interface
ID Address Mask Status

255 255.255.0 U|:|
255.255.255.0 Up

D 2 2.2.2
1 3.3.3.3

To configure a loopback interface:

1. In the Loopback Interface Type field select whether the interface is an IPv4 or IPv6
loopback interface. The configuration fields vary based on the interface type.

2. For an IPv4 loopback interface, configure the following:

a.
b.

C.

d.

In the Loopback ID field select the loopback ID number

In the Primary Address field, input the primary IPv4 address for this interface in
dotted decimal notation.

In the Primary Mask field, input the primary IPv4 subnet mask for this interface in
dotted decimal notation.

View the logical status of the interface in the Loopback Interface Status field. A
loopback interface is always up.

3. For an IPv6 loopback interface, configure the following:

a.
b.

c.
d.

In the Loopback ID field select the loopback ID number.

Use the IPv6 Mode field to enable IPv6 on this interface using the IPv6 address.
This option is only configurable prior to specifying an explicit IPv6 address.

Use the IPv6 Address field to enter the IPv6 address in the format prefix/length.

Use the EUI64 field to optionally specify the 64-bit extended unique identifier
(EUI-64).

Click ADD to add the configured IPv4 or IPv6 loopback interface.

To remove the loopback interface configuration, select the box associated with the interface
to remove, and click DELETE.

To modify information about a configured interface, select the box associated with the
interface to modify, update the configuration information in the appropriate fields, and click
APPLY.
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Network Interface

From the Network Interface link, you can access the following pages:

* |Pv4 Network Configuration on page 30
* |Pv6 Network Interface Configuration on page 32
* |Pv6 Network Interface Neighbor Table on page 33

IPv4 Network Configuration

To display the IPv4 Network Configuration page, click System > Management > Network
Interface > IPv4 Network Configuration. A screen similar to the following displays.

IPv4 Network Interface Configuration

IPv4 Network Interface Configuration

IP Address 10.27.34.61
Subnet Mask 255.255.255.0
Default Gateway 10.27.34.1
Burned In MAC Address 2C:B0:50:91:F6:F0
Locally Administered MAC Address 00:00:00:00:00:00
MAC Address Type @ Burned In

Locally Administered
Current Network Configuration Protocol MNone Bootp i@ DHCP
DHCP Vendor Class Identifier @ Disable () Enable

DHCP Vendor Class Identifier String
Management VLAN ID 1 {1 to 40932)

Interface Status Up

The network interface is the logical interface used for in-band connectivity with the switch via
any of the switch's front panel ports. The configuration parameters associated with the
switch's network interface do not affect the configuration of the front panel ports through
which traffic is switched or routed

To access the switch over a network you must first configure it with IP information (IP
address, subnet mask, and default gateway). You can configure the IP information using any
of the following:

« BOOTP
e DHCP
e Terminal interface via the EIA-232 port
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Once you have established in-band connectivity, you can change the IP information using
any of the following:

* Terminal interface via the EIA-232 port
* Terminal interface via telnet

*  SNMP-based management

*  Web-based management

To configure an IPv4 network interface:

1.

Use Current Network Configuration Protocol to specify how the device acquires network
information on the network interface:

* None — The switch does not attempt to acquire network information dynamically.
Select this option to configure a static IP address, subnet mask, and default gateway.

BOOTP - During the next boot cycle, the BOOTP client on the switch broadcasts a
BOOTP request in an attempt to acquire information from a BOOTP server on the
network.

*  DHCP - During the next boot cycle, the DHCP client on the switch broadcasts a
DHCP request in an attempt to acquire information from a DHCP server on the
network. After this option is applied, you can use the Refresh icon at the end of the
row to renew the IPv4 address learned from DHCP server.

If the network configuration protocol is None, use the IP Address field to specify the IP
address of the interface. The factory default value is 169.254.100.100. For DHCP or BootP
configuration protocols, this field shows the IP address the network interface has leased
from the DHCP or BootP server.

If the network configuration protocol is None, use the Subnet Mask field to enter the IP
subnet mask for the interface. The factory default value is 255.255.0.0. For DHCP or BootP
configuration protocols, this field shows the subnet mask assigned to the network interface
has by the DHCP or BootP server.

If the network configuration protocol is None, use Default Gateway to specify the default
gateway for the IP interface. The factory default value is 0.0.0.0. For DHCP or BootP
configuration protocols, this field shows the default gateway assigned to the network
interface has by the DHCP or BootP server.

Use MAC Address type to specify whether the burned in or the locally administered MAC
address should be used for in-band connectivity.

If the MAC address type is burned in, the Burned In MAC Address field shows the
hardware address assigned to the device by the manufacturer..

If the MAC address type is Locally Administered, use Locally Administered MAC Address
to configure a locally administered MAC address for in-band connectivity instead of using
the burned-in universally administered MAC address. Enter the address as twelve
hexadecimal digits (6 bytes) with a colon between each byte. Bit 1 of byte 0 must be set to
a 1 and bit 0 to a 0, in other words, byte 0 must have a value between x'40' and x'7F'.

Use DHCP Vendor Class Identifier to specify whether to set a value for DHCP option 60 in
the DHCP requests that the DHCP client on the switch broadcasts to network DHCP
servers. Option 60, the Vendor Class Identifier (VCI), can help identify the device to the
DHCP server, which allows the server to include additional information in the DHCP
response.
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8. Use DHCP Vendor Class Identifier String to specify the text string to add to DHCP
requests as option 60, the VCI option.

9. Use Management VLAN ID to specify the management VLAN ID of the switch. It may be
configured to any value in the range of 1 - 4093. Some network administrators use a
management VLAN to isolate system management traffic from end-user data traffic.

10. Click APPLY to update the network interface with the specified values.
11. Click CANCEL to abandon the changes.

IPvé Network Interface Configuration

To display the IPv6 Network Configuration page, click System > Management > Network
Interface > IPv6 Network Interface Configuration. A screen similar to the following displays.

IPv6 Network Interface Configuration

Global Configuration @

Admin Mode Disable @ Enable
IPvE Address Auto Configuration Mode @ Dizable Enable
Current Network Configuration Protocol @ None DHCPvE

IPvE Gateway

Interface Status Up

IPv6 Network Interface Configuration

fe80::2eb0:5dff:fe91:f6f0/64 | True

The IPv6 network interface is the logical interface used for in-band connectivity with the
switch via any of the switch's front panel ports. The configuration parameters associated with
the switch's network interface do not affect the configuration of the front panel ports through
which traffic is switched or routed.

To access the switch over an IPv6 network you must first configure it with IPv6 information
(IPv6 prefix, prefix length, and default gateway). You can configure the IP information using
any of the following:

* |Pv6 Auto Configuration
« DHCPv6
* Terminal interface via the EIA-232 port

Once you have established in-band connectivity, you can change the IPv6 information using
any of the following:

e Terminal interface via the EIA-232 port

* Terminal interface via telnet

*  SNMP-based management

*  Web-based management
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To configure an IPv6 network interface:

1.

8.
9.

Use Admin Mode to enable or disable the IPv6 network interface on the switch. The
default value is enable.

Use IPv6 Address Auto Configuration Mode to set the IPv6 address for the IPv6 network
interface in auto configuration mode if this option is enabled. The default value is disable.
Auto configuration can be enabled only when IPv6 Auto config or DHCPV6 are not enabled
on any of the management interfaces.

Use Current Network Configuration Protocol to configure the IPv6 address for the IPv6
network interface by DHCPvV6 protocaol if this option is enabled. The default value is None.

DHCPV6 can be enabled only when IPv6 Auto config or DHCPV6 are not enabled on any of
the management interfaces.

Use DHCPv6 Client DUID to specify an Identifier used to identify the client's unique DUID
value. This option only displays when DHCPV6 is enabled.

Use IPv6 Gateway to specify the gateway for the IPv6 network interface. The gateway
address is in IPv6 global or link-local address format.

Use IPv6 Prefix/Prefix Length to add the IPv6 prefix and prefix length to the IPv6 network
interface. The address is in global address format.

Use EUI64 to specify whether to format the IPv6 address in EUI-64 format. Default value is
false.

Click ADD to add a new IPv6 address in global format.
Click DELETE to delete a selected IPv6 address.

IPv6 Network Interface Neighbor Table

Use this page to view information about IPv6 neighbors the device has discovered through
the network interface by using the Neighbor Discovery Protocol (NDP).

To display the IPv6 Network Neighbor page, click System > Management > Network
Interface > IPv6 Network Interface Neighbor Table. A screen similar to the following
displays.

IPv6 Network Interface Neighbor Table

IPv6 Network Interface Neighbor Table

Neighbor Last
IPw6 Add MAC Add
m UpdatEd

The following table displays IPv6 Network Interface Neighbor Table information.

Field Description

IPv6 address The Ipv6 Address of a neighbor switch visible to the

network interface.

MAC address The MAC address of a neighbor switch.
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Field Description
IsRtr True(1) if the neighbor machine is a router, false(2)
otherwise.
Neighbor State The state of the neighboring switch:
» reachable(1) - The neighbor is reachable by this
switch.

+ stale(2) - Information about the neighbor is
scheduled for deletion.

» delay(3) - No information has been received from
neighbor during delay period.

+ probe(4) - Switch is attempting to probe for this
neighbor.

* unknown(6) - Unknown status.

Last Updated The last sysUpTime that this neighbor has been
updated.

Time
ProSafe software supports the Simple Network Time Protocol (SNTP).

SNTP assures accurate network device clock time synchronization up to the millisecond.
Time synchronization is performed by a network SNTP server. ProSafe software operates
only as an SNTP client and cannot provide time services to other systems.

Time sources are established by Stratums. Stratums define the accuracy of the reference
clock. The higher the stratum (where zero is the highest), the more accurate the clock. The
device receives time from stratum 1 and above since it is itself a stratum 2 device.

The following is an example of stratums:

e Stratum 0: A real-time clock is used as the time source, for example, a GPS system.

e Stratum 1: A server that is directly linked to a Stratum 0 time source is used. Stratum 1
time servers provide primary network time standards.

e Stratum 2: The time source is distanced from the Stratum 1 server over a network path.
For example, a Stratum 2 server receives the time over a network link, via NTP, from a
Stratum 1 server.

Information received from SNTP servers is evaluated based on the time level and server
type.
SNTP time definitions are assessed and determined by the following time levels:

* T1: Time at which the original request was sent by the client.

e T2: Time at which the original request was received by the server.
e T3: Time at which the server sent a reply.

* T4: Time at which the client received the server's reply.
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The device can poll Unicast server types for the server time.

Polling for Unicast information is used for polling a server for which the IP address is known.
SNTP servers that have been configured on the device are the only ones that are polled for
synchronization information. T1 through T4 are used to determine server time. This is the
preferred method for synchronizing device time because it is the most secure method. If this
method is selected, SNTP information is accepted only from SNTP servers defined on the
device using the SNTP Server Configuration page.

The device retrieves synchronization information, either by actively requesting information or
at every poll interval.

SNTP Global Configuration

Use the SNTP Global Configuration page to enable the SNTP client on the device and to
configure the SNTP client settings. Enabling and configuring the SNTP client allows the
device to synchronization the system time with a valid SNTP server on the network.

To display the SNTP Global Configuration page, click System > Management > Time > SNTP
Global Configuration.

SNTP Global Configuration
SNTP Global Configuration @
Client Mode Disable @ Unicast (7) Broadcast
Port 123 (1 to 65535) Default:123
Unicast Poll Interval 6 (6 to 10)
Broadcast Poll Interval G (6 to 10)
Unicast Poll Timeout 5 {1 to 20)
Unicast Poll Retry 1 (0 to 10)
Time Zone Nama
Offset Hours V] (-12 to 13)
Offset Minutes a (0 to 59)
SNTP Global Status )
Version 4
Supported Mode Unicast and Broadcast
Last Update Time Jan 1 00:00:00 1970 (UTC40:00)
Last Attempt Time Jan 1 00:00:00 1970 (UTC+0:00)
Last Attempt Status Other
Server IP Address
Address Type unknown
Server Stratum 0
Reference Clock Id
Server Mode Reserved
Unicast Server Max Entries 3
Unicast Server Current Entries 0
Broadcast Count 0
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SNTP Global Configuration

SNTP stands for Simple Network Time Protocol. As its name suggests, it is a less
complicated version of Network Time Protocol, which is a system for synchronizing the clocks
of networked computer systems, primarily when data transfer is handled via the Internet.

1. Use Client Mode to specify the mode of operation of SNTP Client. An SNTP client may
operate in one of the following modes.

* Disable - SNTP is not operational. No SNTP requests are sent from the client nor are
any received SNTP messages processed.

* Unicast - SNTP operates in a point to point fashion. A unicast client sends a request
to a designated server at its unicast address and expects a reply from which it can
determine the time and, optionally the round-trip delay and local clock offset relative
to the server.

* Broadcast - SNTP operates in the same manner as multicast mode but uses a local
broadcast address instead of a multicast address. The broadcast address has a
single subnet scope while a multicast address has Internet wide scope.

Default value is Disable.

2. Use Port to specify the local UDP port to listen for responses/broadcasts. Allowed range is
1 to 65535. Default value is 123.

3. Use Unicast Poll Interval to specify the number of seconds between unicast poll requests
expressed as a power of two when configured in unicast mode. Allowed range is (6 to 10).
Default value is 6.

4. Use Broadcast Poll Interval to specify the number of seconds between broadcast poll
requests expressed as a power of two when configured in broadcast mode. Broadcasts
received prior to the expiry of this interval are discarded. Allowed range is (6 to 10). Default
value is 6.

5. Use Unicast Poll Timeout to specify the number of seconds to wait for an SNTP response
when configured in unicast mode. Allowed range is (1 to 30). Default value is 5.

6. Use Unicast Poll Retry to specify the number of times to retry a request to an SNTP server
after the first time-out before attempting to use the next configured server when configured in
unicast mode. Allowed range is (0 to 10). Default value is 1.

7. When using SNTP/NTP time servers to update the switch's clock, the time data received
from the server is based on Coordinated Universal Time (UTC) which is the same as
Greenwich Mean Time (GMT). This may not be the time zone in which the switch is located.

Use Time Zone Name to configure a timezone specifying the number of hours and
optionally the number of minutes difference from UTC with Offset Hours and Offset
Minutes. The time zone can affect the display of the current system time. The default
value is UTC.

8. Use Offset Hours to specify the number of hours difference from UTC. See Time Zone
Name (Step 7 previous) for more information. Allowed range is (-24 to 24).The default value
is 0.

9. Use Offset Minutes to specify the number of Minutes difference from UTC. See Time Zone
Name (Step 7 previous) for more information. Allowed range is 0 to 59. The default value is
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The following table displays SNTP Global Status information.

Field

Description

Version

Specifies the SNTP Version the client supports.

Supported Mode

Specifies the SNTP modes the client supports. Multiple modes may be
supported by a client.

Last Update Time

Specifies the local date and time (UTC) the SNTP client last updated the
system clock.

Last Attempt Time Specifies the local date and time (UTC) of the last SNTP request or receipt
of an unsolicited message.
Last Attempt Status Specifies the status of the last SNTP request or unsolicited message for

both unicast and broadcast modes. If no message has been received from

a server, a status of Other is displayed. These values are appropriate for all

operational modes.

* Other - None of the following enumeration values.

» Success - The SNTP operation was successful and the system time
was updated.

*  Request Timed Out - A directed SNTP request timed out without
receiving a response from the SNTP server.

» Bad Date Encoded - The time provided by the SNTP server is not
valid.

» Version Not Supported - The SNTP version supported by the server is
not compatible with the version supported by the client.

» Server Unsynchronized - The SNTP server is not synchronized with its
peers. This is indicated via the 'leap indicator' field on the SNTP
message.

» Server Kiss Of Death - The SNTP server indicated that no further
queries were to be sent to this server. This is indicated by a stratum
field equal to 0 in a message received from a server.

Server IP Address

Specifies the IP address of the server for the last received valid packet. If
no message has been received from any server, an empty string is shown.

Address Type

Specifies the address type of the SNTP Server address for the last
received valid packet.

Server Stratum

Specifies the claimed stratum of the server for the last received valid
packet.

Reference Clock Id

Specifies the reference clock identifier of the server for the last received
valid packet.

Server Mode

Specifies the mode of the server for the last received valid packet.

Unicast Server Max Entries

Specifies the maximum number of unicast server entries that can be
configured on this client.
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Field Description

Unicast Server Current Entries | Specifies the number of current valid unicast server entries configured for
this client.

Broadcast Count Specifies the number of unsolicited broadcast SNTP messages that have
been received and processed by the SNTP client since last reboot.

SNTP Server Configuration

Use the SNTP Server Configuration page to view and modify information for adding and
modifying Simple Network Time Protocol SNTP servers.

To display the SNTP Server Configuration page, click System > Management > Time > SNTP

Server Configuration.

SNTP Server Configuration

SNTP Server Configuration

S

|:| DNS nlst]. ny.ustiming.org

SNTP Server Status

Last Last Last :
Failed
Address Update Attempt Attempt | Requests e
Time Time Status <
1 o

nistl-ny.ustiming.org  Jan 1 00:00:00 1970 (UTC+0:00) | Jan 2 23:25:19 1970 (UTC+0:00) Success

To configure a new SNTP Server:

1.

Enter the appropriate SNTP server information in the available fields:

* Server Type - Specifies whether the address for the SNTP server is an IP address
(IPv4) or hostname (DNS).

* Address - Specify the address or host name of an SNTP server the device can use to
synchronize the system time. If this address is a DNS hostname, then that hostname
should be resolved into an IP address each time a SNTP request is sent to it.

e Port - Enter a port number on the SNTP server to which SNTP requests are sent. The
valid range is 1-65535. The default is 123.

e Priority - Specify the priority of this server entry in determining the sequence of
servers to which SNTP requests will be sent. The client continues sending requests to
different servers until a successful response is received or all servers are exhausted.
This object indicates the order in which to query the servers. A server entry with a
precedence of 1 will be queried before a server with a priority of 2, and so forth. If
more than one server has the same priority then the requesting order will follow the
lexicographical ordering of the entries in this table. Allowed range is (1 to 3). Default
value is 1.

e Version - Enter the NTP version running on the server. (Range: 1—4, default: 4).
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Click ADD.

Repeat the previous steps to add additional SNTP servers. You can configure up to three
SNTP servers.

To removing an SNTP server, select the check box next to the configured server to remove,
and then click DELETE. The entry is removed, and the device is updated.

To change the settings for an existing SNTP server, select the check box next to the
configured server and enter new values in the available fields, and then click APPLY.
Configuration changes take effect immediately.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Click REFRESH to refresh the page with the most current data from the switch.

SNTP Server Status

The SNTP Server Status table displays status information about the SNTP servers
configured on your switch. The following table describes the SNTP Global Status fields.

The following table displays SNTP Server Status information.

Field Description

Address Specifies all the existing Server Addresses. If no Server configuration exists, a

message saying “No SNTP server exists” flashes on the screen.

Last Update Time Specifies the local date and time (UTC) that the response from this server was used

to update the system clock.

Last Attempt Time Specifies the local date and time (UTC) that this SNTP server was last queried.

Last Attempt Status | Specifies the status of the last SNTP request to this server. If no packet has been

received from this server, a status of Other is displayed.

» Other - None of the following enumeration values.

* Success - The SNTP operation was successful and the system time was
updated.

* Request Timed Out - A directed SNTP request timed out without receiving a
response from the SNTP server.

+ Bad Date Encoded - The time provided by the SNTP server is not valid.

» Version Not Supported - The SNTP version supported by the server is not
compatible with the version supported by the client.

» Server Unsynchronized - The SNTP server is not synchronized with its peers.
This is indicated via the 'leap indicator' field on the SNTP message.

» Server Kiss Of Death - The SNTP server indicated that no further queries were
to be sent to this server. This is indicated by a stratum field equal to 0 in a
message received from a server.

Requests Specifies the number of SNTP requests made to this server since last agent reboot.

Failed Requests Specifies the number of failed SNTP requests made to this server since last reboot.
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DNS

You can use these pages to configure information about DNS servers the network uses and
how the switch operates as a DNS client.

DNS Configuration

Use this page to configure global DNS settings and DNS server information.

To access this page, click System > Management > DNS > DNS Configuration.

DNS Configuration

DMS Configuration @

DNS Status Disable @ Enable

DNS Default Name (1 to 255 alphanumeric characters)
Retry Number 2 (0 to 100)

Response Timeout (secs) 3 (0 to 2600 secs)

DMS Server Configuration @

| Jseaivolonssener  leremce
1 10.27.138.20 0
2 10.27.138.21 1

To configure the global DNS settings:

1. Specify whether to enable or disable the administrative status of the DNS Client.

* Enable - Allow the switch to send DNS queries to a DNS server to resolve a DNS
domain name. Default value is Enable.

* Disable - Prevent the switch from sending DNS queries.

2. Enter the DNS default domain name to include in DNS queries. When the system is
performing a lookup on an unqualified hostname, this field is provided as the domain name
(for example, if default domain name is netgear.com and the user enters test, then test is
changed to test.netgear.com to resolve the name). The length of the name should not be
longer than 255 characters.

3. Use Retry Number to specify the number of times to retry sending DNS queries to DNS
server. This number ranges from 0 to 100. The default value is 2.

4. Use Response Timeout (secs) to specify the amount of time, in seconds, to wait for a
response to a DNS query. This timeout ranges from 0 to 3600. The default value is 3.

5. To specify the DNS server to which the switch sends DNS queries, enter an IP address in
standard IPv4 dot notation in the DNS Server field and click ADD. The server appears in
the list below. You can specify up to eight DNS servers. The precedence is set in the order
created.

6. To remove a DNS server from the list, select the check box next to the server you want to
remove and click DELETE. If no DNS server is specified, the check box is global and will
delete all the DNS servers listed.
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Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

DNS Server Configuration

The following table displays DNS Server Configuration information.

Field Description
Serial No The sequence number of the DNS server.
Preference Shows the preference of the DNS Server. The

preference is determined by the order they were
entered.

Host Configuration

Use this page to manually map host names to IP addresses or to view dynamic DNS
mappings.

To access this page, click System > Management > DNS > Host Configuration.

DNS Host Configuration

DNS Host Configuration

- Host Name (1 to 255 characters) | IP Address

Dynamic Host Mapping

nist1-ny.ustiming.org 21600 654.90.182.55
time-a.netgear.com 5778 744 IP 209.249.181.22
time-g.netgear.com 28800 745 Canonical time-a.netgear.com

To add a static entry to the local DNS table:

1.

Specify the static host name to add. Its length can not exceed 255 characters and it is a
mandatory field for the user.

Specify the IP address in standard IPv4 dot notation to associate with the hostname.
Click ADD. The entry appears in the list below.

To remove an entry from the static DNS table, select the check box next to the entry and
click DELETE.

To change the hostname or IP address in an entry, select the check box next to the entry
and enter the new information in the appropriate field, and then click APPLY.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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The Dynamic Host Mapping table shows host name-to-IP address entries that the switch has
learned. The following table describes the dynamic host fields.

Field Description

Host Lists the host name you assign to the specified IP address.

Total Amount of time since the dynamic entry was first added to the table.
Elapsed Amount of time since the dynamic entry was last updated.

Type The type of the dynamic entry.

Addresses Lists the IP address associated with the host name.

SDM Template Preference

You can use this page to configure the Switch Database Management (SDM) template that is
active after the next reboot. An SDM template is a description of the maximum resources the
device can use for various features. Different SDM templates allow different combinations of
scaling factors, enabling different allocations of resources depending on how the device is
used. In other words, SDM templates enable you to reallocate system resources to support a
different mix of features based on your network requirements.

To access this page, click System > Management > DNS > SDM Template Preference.

SDM Template Preference

SDM Template Preference
SDM Current Template ID Dual IPv4 and IPvE
SDM Next Template ID Dual 1Pv4 and 1PvE [+]

Summary
Dual 1Pv4 and IPvE 4096 6112 1024 3072 4 512 256
IPv4 Routing Default 6144 12256 o 1] 4 1024 o
IPv4 Data Center 4096 6112 o 0 16 1024 o

To configure the SDM Template Preference settings:

1. Use SDM Current Template ID to view the SDM template the switch is currently using.

2. Use SDM Next Template ID to configure the next active template. It will be active only after
the next reboot. To revert to the default template after the next reboot, use the Default
option. Possible values are:

e Default

e Dual IPv4 and IPv6
e IPv4-routing Default
* |Pv4 Data Center
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The following table displays Summary information, which describes the maximum resources
each template supports for various features..

Field Description

SDM Template Identifies the Template. The possible values are:
* Dual IPv4 and IPv6

* IPv4-routing Default

+ IPv4 Data Center

ARP Entries The maximum number of entries in the IPv4 Address Resolution Protocol
(ARP) cache for routing interfaces.

IPv4 Unicast Routes The maximum number of IPv4 unicast forwarding table entries.

IPv6 NDP Entries The maximum number of IPv6 Neighbor Discovery Protocol (NDP)
cache entries.

IPv6 Unicast Routes The maximum number of IPv6 unicast forwarding table entries.

ECMP Next Hops The maximum number of next hops that can be installed in the IPv4 and

IPv6 unicast forwarding tables.

IPv4 Multicast Routes The maximum number of IPv4 multicast forwarding table entries.
IPv6 Multicast Routes The maximum number of IPv6 multicast forwarding table entries.
License

From the License link under the System tab, you can view information about the switch
license.

Note: The Licence feature is not available on all switch models.

The License link provides access to the following pages:

* License Key on page 43
* License Features on page 44

License Key

Use the License Key page to view information about the license(s) on the device. Some
features might require a special license in order to be active. If a license is not active, the
feature associated with the license is not available and cannot be configured.

To display the License Key page, click System > License > License Key. A screen similar to
the following displays.
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License Key

License Key @
License Date Sept-9-2012
License Copy 1
License Status Active
Description License key ic active.

The following table describes the non-configurable fields on the License Key page.

Field Description

License Date The date the license is purchased.

License Copy The number of licenses that exist on the switch.
License Status Indicates whether the license is active or inactive. If a

license is inactive, a license should be purchased
and downloaded to the switch. The license is not
activated until the switch reboots.

Description A description of the license key status. If the license
is inactive, this field provides information about why it
is inactive.

License Features

Use the License Features page to view information about the features on the device that
require an active license.

To display the License Features page, click System > License > License Features. A screen
similar to the following displays.

License Features

License Features @

RTR_DISC
O5PF
RIP
IGMP
MCAST
PIMDM
DWMRP
PIMSM
VRRP
OSPRV3
IPVE
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Services

From the Services link, you can access the following pages:

e DHCP Server on page 45

e DHCP Relay on page 53

e DHCP L2 Relay on page 54
* UDP Relay on page 57

e DHCPv6 Server on page 59
e DHCPv6 Relay on page 66

DHCP Server

DHCP is generally used between clients and servers for the purpose of assigning IP
addresses, gateways, and other network settings such as DNS and SNTP server
information.

From the DHCP Server link, you can access the following pages:
 DHCP Server Configuration on page 45

*  DHCP Pool Configuration on page 47

e DHCP Pool Options on page 49

 DHCP Server Statistics on page 50

* DHCP Bindings Information on page 51

* DHCP Conflicts Information on page 52

DHCP Server Configuration

To display the DHCP Server Configuration page, click System > Services > DHCP Server>
DHCP Server Configuration. A screen similar to the following displays.

DHCP Server Configuration

DHCP Server Configuration (@
Admin Mode @ Disable () Enable
Ping Packet Count 2 (0, 2 to 10)
Conflict Logging Mode ") Disable @ Enable
Bootp Automatic Mode @ Disable () Enable
Excluded Address (e

- IP Range From IP Range To
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To enable or disable DHCP service:

1.

Use Admin Mode to specify whether the DHCP Service is to be Enabled or Disabled.
Default value is Disable.

Use Ping Packet Count to specify the number of packets a server sends to a Pool address
to check for duplication as part of a ping operation. Default value is 2. Valid Range is (0, 2 to
10). Setting the value to 0 will disable the function.

Use Conflict Logging Mode to specify whether conflict logging on a DHCP Server is to be
Enabled or Disabled. Default value is Enable.

Use Bootp Automatic Mode to specify whether Bootp for dynamic pools is to be Enabled
or Disabled. Default value is Disable.

Click CANCEL to cancel the configuration on the screen. Resets the data on the screen to
the latest value of the switch.

Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

Excluded Address Configuration

To configure addresses that cannot be assigned to DHCP clients:

1.

Use the IP Range From field to specify the low address if you want to exclude a range
of addresses. Specify the address to be excluded in case you want to exclude a single
address.

Use the IP Range To field to specify the high address if you want to exclude a range of
addresses. To exclude a single address, enter the same IP address as specified in IP range
from or leave as 0.0.0.0.

Click ADD to add the exclude addresses configured on the screen to the switch.
Click DELETE to delete the exclude address from the switch.
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DHCP Pool Configuration

To display the DHCP Pool Configuration page, click System > Services > DHCP Server>
DHCP Pool Configuration. A screen similar to the following displays.

DHCP Pool Configuration

DHCP Pool Configuration ()
Pool Name pooll El
Type of Binding Crynamic El
Network Address 192.168.1.0
Hetwork Mask 255.255.255.0
Network Prefix Length (0 to 22)

Cliant Name

Hardware Address

Hardware Address Type Ethernet
Client ID

Host Number

Host Mask

Host Prefix Length (8 to 32)
Lease Time Infinite El

Days 0 (D to 59)
Hours 0 (D to 22)
Minutas W] (D to 59)

* Default Router Addresses
*DNS Server Addresses

*NetBIOS Name Server Addresses

NetBIOS Node Type b-node Broadcast El

Hext Server Address 0.0.0.0

Domain Name (D to 255 characters)
Bootfile (0 to 128 characters)

To configure a DHCP pool:

1. Select an existing DHCP pool to update or select Create from the Pool Name field and
configure the DHCP information the following table describes:

Field Description

Pool Name* For a user with read/write permission, this field would show names of all the
existing pools along with an additional option “Create”. When the user selects
“Create” another text box “Pool Name” appears where the user may enter
name for the Pool to be created. For a user with read only permission, this
field would show names of the existing pools only.

Pool Name This field appears when the user with read-write permission has selected
“Create” in the Drop Down list against Pool Name*. Specifies the Name of the
Pool to be created. Pool Name can be up to 31 characters in length.
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Field Description
Type of Binding Specifies the type of binding for the pool.
* Unallocated
* Dynamic
*  Manual
Network Address Specifies the subnet address for a DHCP address of a dynamic pool.
Network Mask Specifies the subnet number for a DHCP address of a dynamic pool. Either

Network Mask or Prefix Length can be configured to specify the subnet mask
but not both.

Network Prefix Length

Specifies the subnet number for a DHCP address of a dynamic pool. Either
Network Mask or Prefix Length can be configured to specify the subnet mask
but not both. Valid Range is (0 to 32)

Client Name

Specifies the Client Name for DHCP manual Pool.

Hardware Address

Specifies the MAC address of the hardware platform of the DHCP client.

Hardware Address Type Specifies the protocol of the hardware platform of the DHCP client. Valid types
are ethernet and ieee802. Default value is ethernet.
Client ID Specifies the Client Identifier for DHCP manual Pool.

Host Number

Specifies the IP address for a manual binding to a DHCP client. Host can be
set only if at least one among of Client Identifier or Hardware Address is
specified. Deleting Host would delete Client Name, Client ID, Hardware
Address for the Manual Pool and set the Pool Type to Unallocated.

Host Mask

Specifies the subnet mask for a manual binding to a DHCP client. Either Host
Mask or Prefix Length can be configured to specify the subnet mask but not
both.

Host Prefix Length

Specifies the subnet mask for a manual binding to a DHCP client. Either Host
Mask or Prefix Length can be configured to specify the subnet mask but not
both. Valid Range is (0 to 32)

Lease Time

Can be selected as “Infinite” to specify lease time as Infinite or “Specified
Duration” to enter a specific lease period. In case of dynamic binding infinite
implies a lease period of 60 days and In case of manual binding infinite implies
indefinite lease period. Default Value is “Specified Duration”.

Days

Specifies the Number of Days of Lease Period. This field appears only if the
user has specified “Specified Duration” as the Lease time. Default Value is 1.
Valid Range is (0 to 59)

Hours

Specifies the Number of Hours of Lease Period. This field appears only if the
user has specified “Specified Duration” as the Lease time. Valid Range is (0 to
22)

Minutes

Specifies the Number of Minutes of Lease Period. This field appears only if the
user has specified “Specified Duration” as the Lease time. Valid Range is (0 to
86399)

Default Router Addresses

Specifies the list of Default Router Addresses for the pool. The user may
specify up to 8 Default Router Addresses in order of preference.
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Field

Description

DNS Server Addresses

Specifies the list of DNS Server Addresses for the pool. The user may specify
up to 8 DNS Server Addresses in order of preference.

NetBIOS Name Server
Addresses

Specifies the list of NetBIOS Name Server Addresses for the pool. The user
may specify up to 8 NetBIOS Name Server Addresses in order of preference.

NetBIOS Node Type

Specifies the NetBIOS node type for DHCP clients:
* b-node Broadcast

* p-node Peer-to-Peer

*  m-node Mixed

* h-node Hybrid

Next Server Address

Specifies the Next Server Address for the pool.

Domain Name

Specifies the domain name for a DHCP client. Domain Name can be up to 255
characters in length.

Bootfile

Specifies the name of the default boot image for a DHCP client. File Name can
be up to 128 characters in length.

2. Use ADD to create the Pool Configuration.

3. Use APPLY to change the Pool Configuration. Sends the updated configuration to the
switch. Configuration changes take effect immediately.

4. Use DELETE to delete the Pool. This field is not visible to a user with read only permission.

DHCP Pool Options

DHCP options are collections of data with type codes that indicate how the options should be

used. Options can specify information that is required for the DHCP protocol, IP stack
configuration parameters for the client, information allowing the client to rendezvous with
DHCP servers, and so on.

To display the DHCP Pool Options page, click System > Services > DHCP Server> DHCP
Pool Options. If at least one DHCP pool has been created, a screen similar to the following

displays.

DHCP Pool Options

DHCP Pool Options

- Option Code Option Type Option Value
nl pooll Elll .I .I .

To configure DHCP options for an existing pool:

1. Use Pool Name to select the Pool Name.
2. Option Code specifies the Option Code configured for the selected Pool.
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3. Use Option Type to specify the Option Type against the Option Code configured for the
selected pool:
* ASCII
* Hex
* |P Address
4. Option Value specifies the Value against the Option Code configured for the selected pool.
5. Click ADD to add a new Option Code for the selected pool.
6. Click DELETE to delete the Option Code for the selected pool.
DHCP Server Statistics

To display the DHCP Server Statistics page, click System > Services > DHCP Server> DHCP
Server Statistics. A screen similar to the following displays.

DHCP Server Statistics
Binding Details (@)
Automatic Bindings o]
Expired Bindings 0
Malformed Messages 0]
Message Received (@)
DHCPDISCOVER 0
DHCPREQUEST 0
DHCPDECLINE 0
DHCPRELEASE 0
DHCPINFORM 0
Message Sent (7
DHCPOFFER 0
DHCPACK 0
DHCPNAK 0

The following table describes the DHCP Server Statistics fields.

Field Description

Automatic Bindings Specifies the number of Automatic Bindings on the DHCP Server.

Expired Bindings Specifies the number of Expired Bindings on the DHCP Server.

Malformed Messages Specifies the number of the malformed messages.

DHCPDISCOVER Specifies the number of DHCPDISCOVER messages received by the DHCP
Server.

DHCPREQUEST Specifies the number of DHCPREQUEST messages received by the DHCP
Server.
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Field Description

DHCPDECLINE Specifies the number of DHCPDECLINE messages received by the DHCP
Server.

DHCPRELEASE Specifies the number of DHCPRELEASE messages received by the DHCP
Server.

DHCPINFORM Specifies the number of DHCPINFORM messages received by the DHCP
Server.

DHCPOFFER Specifies the number of DHCPOFFER messages sent by the DHCP Server.

DHCPACK Specifies the number of DHCPACK messages sent by the DHCP Server.

DHCPNAK Specifies the number of DHCPNAK messages sent by the DHCP Server.

DHCP Bindings Information

To display the DHCP Bindings Information page, click System > Services > DHCP Server>
DHCP Bindings Information. A screen similar to the following displays.

DHCP Bindings Information

Reset (@)
a All Dynamic Bindings

() Specific Dynamic Binding

DHCP Bindings Information (@
Search By Binding IP GO
Lease Time

1. Choose:
* All Dynamic Bindings to specify all dynamic bindings to be deleted.

* Specific Dynamic Binding to specify specific dynamic binding to be deleted.

The following table describes the DHCP Bindings Information fields.

Field Description

IP Address Specifies the Client's IP Address.

Hardware Address Specifies the Client's Hardware Address.

Lease Time Left Specifies the Lease time left in Days, Hours and
Minutes dd:hh:mm format.

Type Specifies the Type of Binding: Dynamic / Manual.
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DHCP Conflicts Information

To display the DHCP Conflicts Information page, click System > Services > DHCP Server>
DHCP Conflicts Information. A screen similar to the following displays.

DHCP Conflicts Information

Reset @
@ All Address Conflicts
" Specific Address Conflict

DHCP Conflicts Information @

Search By Conflict IP Address GO

IP Address Detection Method Detection Time

1. Choose:
* All Address Conflicts to specify all address conflicts to be deleted.

* Specific Address Conflict to specify a specific dynamic binding to be deleted.

The following table describes the DHCP Conflicts Information fields.

Field Description

IP Address Specifies the IP Address of the host as recorded on
the DHCP server.

Detection Method Specifies the manner in which the IP address of the
hosts were found on the DHCP Server.

Detection Time Specifies the time when the conflict was detected in
N days NNh:NNm:NNs format with respect to the
system up time.
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DHCP Relay

If the switch is functioning as a Layer 3 device, the Layer 3 DHCP Relay Agent can relay
DHCP messages between DHCP clients and DHCP servers that are located in different IP
subnets.

To display the DHCP Relay page, click System > Services> DHCP Relay. A screen similar to
the following displays.

DHCP Relay
DHCP Relay
Maximum Hop Count 4 (1to 16)
Admin Mode @ Disable (7 Enable
Minimum Wait Time (secs) 0 (0 to 100)
Circuit 1D Option Mode @ Disable Enable

DHCP Status

Requests Received 0
Requests Relayed 0
Packets Discarded 0

DHCP Relay Configuration
To configure the DHCP Relay information:

1. Use Maximum Hop Count to enter the maximum number of hops a client request can
take before being discarded. The range is (1 to 16). The default value is 4.

2. Use Admin Mode to select enable or disable radio button. When you select 'enable' DHCP
requests will be forwarded to the IP address you entered in the 'Server Address' field.

3. Use Minimum Wait Time to enter a Minimum Wait Time in seconds. This value will be
compared to the time stamp in the client's request packets, which should represent the time
since the client was powered up. Packets will only be forwarded when the time stamp
exceeds the minimum wait time. The range is (0 to 100).

4. Use Circuit ID Option Mode to enable or disable Circuit ID Option mode. If you select
‘enable' Relay Agent options will be added to requests before they are forwarded to the
server and removed from replies before they are forwarded to clients.

Configuring System Information
53



ProSafe M5300 Switch

DHCP Relay Status
The following table describes the DHCP Relay Status fields.

Field Description

Requests Received The total number of DHCP requests received from all clients since the last
time the switch was reset.

Requests Relayed The total number of DHCP requests forwarded to the server since the last
time the switch was reset.

Packets Discarded The total number of DHCP packets discarded by this Relay Agent since the
last time the switch was reset.

DHCP L2 Relay

The DHCP Layer 2 Relay feature permits Layer 3 Relay agent functionality in Layer 2
switched networks.

From the DHCP L2 Relay link, you can access the following pages:

e DHCP L2 Relay Global Configuration on page 54
* DHCP L2 Relay Interface Configuration on page 55
» DHCP L2 Relay Interface Statistics on page 56

DHCP L2 Relay Global Configuration

To display the DHCP L2 Relay Global Configuration page, click System > Services > DHCP
L2 Relay> DHCP L2 Relay Global Configuration. A screen similar to the following displays.

DHCP L2 Relay Configuration

DHCP L2 Relay Global Configuration
Admin Mode @ Disable (") Enable

@

DHCP L2 Relay VLAN Configuration

Admin Circuit ID Remote ID
VLAN ID
- Mode ST

LI T DN N

Disable Disable

= |

1
2 Dizable Dizable

To configure the administrative mode of DHCP L2 Relay on the device, use Admin Mode to
enable or disable the DHCP L2 Relay on the switch. The default is Disable.
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To configure the DHCP L2 Relay VLAN information:

1. VLAN ID shows the VLAN ID configured on the switch.

2. Use Admin Mode to enable or disable the DHCP L2 Relay on the selected VLAN.

3. Use Circuit ID Mode to enable or disable the Circuit ID suboption of DHCP Option-82.
4. Use Remote ID String to specify the Remote ID when Remote ID mode is enabled.

DHCP L2 Relay Interface Configuration

To display the DHCP L2 Relay Interface Configuration page, click System > Services >
DHCP L2 Relay> DHCP L2 Relay Interface Configuration. A screen similar to the following
displays.

To configure one or more interfaces for DHCP L2 relay:

DHCP L2 Relay Configuration
DHCP L2 Relay Configuration (@)
2 LAGS All Go To Interface GO
" Tintortace| admintode | aOption Trustbode |
O "
1/0/1 Disable Disable
1/o0/2 Dizable Disable
1/0/3 Disable Disable
1/0/4 Disable Disable
1/0/5 Disable Disable
1/0/6 Disable Disable
1/0/7 Dizable Disable
1/0/8 Disable Disable

To configure one or more interfaces for DHCP L2 relay:
1. Select the check box associated with each interface to configure, or select the check
box in the heading row to apply the same settings to all interfaces.

2. Use Admin Mode to enable or disable the DHCP L2 Relay on the selected interface.
Default is disable.

3. Use 82 Option Trust Mode to enable or disable an interface to be trusted for DHCP L2
Relay (Option-82) received.
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DHCP L2 Relay Interface Statistics

To display the DHCP L2 Relay Interface Statistics page, click System > Services > DHCP L2
Relay> DHCP L2 Relay Interface Statistics. A screen similar to the following displays.

DHCP L2 Relay Interface Statistics
DHCP L2 Relay Interface Statistics (@
2 LAGS All
Messages With Opt82 | Messages With Opt82 | Messages Without Opt82 | Messages Without Opt82
1/0/1 a 0 0 0
1/0/2 0 0 0 0
1/0/3 0 0 0 0
1/0/4 0 0 0 0
1/0/5 0 0 0 0
1/0/6 1] 0 0 0
1/0/7 i} 0 0 0
1/0/8 0 0 0 0
1/0/9 a 0 0 0
1/0/10 0] 0 0 0

The following table describes the DHCP L2 Relay Interface Statistics fields.

Field Description

Interface Shows the interface from which the DHCP message
is received.

UntrustedServerMsgsWithOpt82 Shows the number of DHCP message with option82

received from an untrusted server.

UntrustedClientMsgsWithOpt82 Shows the number of DHCP message with option82
received from an untrusted client.

TrustedServerMsgsWithoutOpt82 Shows the number of DHCP message without
option82 received from a trusted server.

TrustedClientMsgsWithoutOpt82 Shows the number of DHCP message without
option82 received from a trusted client.
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UDP Relay

The UDP Relay feature provides the ability for a router to forward configured UDP broadcast
packets to a particular IP address. This allows applications to reach servers on non-local
subnets. This is possible even when the application is designed to assume a server is always
on a local subnet or when the application uses broadcast packets to reach the server (with
the limited broadcast address 255.255.255.255, or a network directed broadcast address).

From the UDP Relay link, you can access the following pages:

* UDP Relay Global Configuration on page 57
*  UDP Relay Interface Configuration on page 58

UDP Relay Global Configuration

To display the UDP Relay Global Configuration page, click System > Services > UDP Relay>
UDP Relay Global Configuration. A screen similar to the following displays.

UDP Relay

UDP Relay Configuration @

Admin Mode @ Disable Enable

UDP Relay Global Configuration

Server UDP Port Hit
. UDP Purt DthEr ValUE

To configure UDP relay:

1. Use Admin Mode to enable or disable the UDP Relay on the switch. The default value
is disable.

2. Use Server Address to specify the UDP Relay Server Address in x.x.x.x format.
3. Use UDP Port to specify the UDP Destination Port. These ports are supported:

* DefaultSet - Relay UDP port 0 packets. This is specified if no UDP port is selected
when creating the Relay server.

* dhcp -Relay DHCP (UDP port 67) packets.

* domain - Relay DNS (UDP port 53) packets.

* isakmp - Relay ISAKMP (UDP port 500) packets.

* mobile-ip - Relay Mobile IP (UDP port 434) packets

* nameserver - Relay IEN-116 Name Service (UDP port 42) packets

* netbios-dgm - Relay NetBIOS Datagram Server (UDP port 138) packets
* netbios-ns - Relay NetBIOS Name Server (UDP port 137) packets

* ntp - Relay network time protocol (UDP port 123) packets.

e pim-auto-rp - Relay PIM auto RP (UDP port 496) packets.

Configuring System Information
57



ProSafe M5300 Switch

rip - Relay RIP (UDP port 520) packets

tacacs - Relay TACACS (UDP port 49) packet
tftp - Relay TFTP (UDP port 69) packets

time - Relay time service (UDP port 37) packets

Other - If this option is selected, the UDP Port Other Value is enabled. This option
permits a user to enter their own UDP port in UDP Port Other Value.

4. Use UDP Port Other Value to specify a UDP Destination Port that lies between 0 and
65535.

5. Click ADD to create an entry in UDP Relay Table with the specified configuration.
6. Click DELETE to remove all entries or a specified one from UDP Relay Table.

The following table describes the UDP Relay Global Configuration fields.

Field

Description

Hit Count Show the number of UDP packets hitting the UDP port

UDP Relay Interface Configuration

To display the UDP Relay Interface Configuration page, click System > Services > UDP
Relay> UDP Relay Interface Configuration. A screen similar to the following displays.

UDP Relay Interface Configuration

UDP Relay Interface Configuration

Server UDP Port Hit
. HoP Port Other Value m

1. Use Interface to select an Interface to be enabled for the UDP Relay.

2. Use Server Address to specify the UDP Relay Server Address in x.x.x.x format.

3. Use UDP Port to specify UDP Destination Port. The following ports are supported:

DefaultSet - Relay UDP port 0 packets. This is specified if no UDP port is selected
when creating a Relay server.

dhcp - Relay DHCP (UDP port 67) packets.

domain - Relay DNS (UDP port 53) packets.

isakmp - Relay ISAKMP (UDP port 500) packets.

mobile-ip - Relay Mobile IP (UDP port 434) packets

nameserver - Relay IEN-116 Name Service (UDP port 42) packets
netbios-dgm - Relay NetBIOS Datagram Server (UDP port 138) packets
netbios-ns - Relay NetBIOS Name Server (UDP port 137) packets
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* ntp - Relay network time protocol (UDP port 123) packets.
e pim-auto-rp - Relay PIM auto RP (UDP port 496) packets.
* rip - Relay RIP (UDP port 520) packets

* tacacs - Relay TACACS (UDP port 49) packet

e tftp - Relay TFTP (UDP port 69) packets

e time - Relay time service (UDP port 37) packets

e Other - If this option is selected, the UDP Port Other Value is enabled. This option
permits the user to enter their own UDP port in UDP Port Other Value.

4. Use UDP Port Other Value to specify UDP Destination Port that lies between 0 and 65535.

5. Use Discard to enable/disable dropping of matched packets. Enable can be chosen only
when a user enters 0.0.0.0 IP address. Discard mode can be set to Disable when user adds
a new entry with a non-zero IP address.

6. Click ADD to create an entry in UDP Relay Table with the specified configuration.

7. Click DELETE to remove all entries or a specified one from UDP Relay Interface
Configuration Table.

The following table describes the UDP Relay Interface Configuration fields.

Field Description
Hit Count Show the number of UDP packets hitting the UDP
port.

DHCPvé6 Server

IPv6 natively provides IP address autoconfiguration through IPv6 Neighbor Discovery
Protocol (NDP) and through the use of Router Advertisement messages. Thus, the role of
DHCPvV6 within the network is different than that of DHCPv4 because DHCPV6 is not the
primary source for IP address assignment.

From the DHCP Server link, you can access the following pages:

 DHCPv6 Server Configuration on page 60
 DHCPv6 Pool Configuration on page 60

*  DHCPv6 Prefix Delegation Configuration on page 62
 DHCPVv6 Interface Configuration on page 63
 DHCPv6 Bindings Information on page 64

» DHCPv6 Server Statistics on page 65
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DHCPvé6 Server Configuration

To display the DHCP Server Configuration page, click System > Services > DHCPv6 Server>
DHCP Server Configuration. A screen similar to the following displays.

DHCPv6 Server Configuration

DHCPv6 Server Configuration (@
Admin Mode @ Disable (7) Enable

DHCPv6 Server DUID

To configure global DHCPV6 server settings:

1. Use Admin Mode to specify whether the DHCPv6 Service is to be Enabled or Disabled.
Default value is Disable.

2. In the DHCPv6 Server DUID field, view the client identifier used by the DHCPV6 client (if
enabled) when sending messages to the DHCPV6 server..

3. Click CANCEL to cancel the configuration on the screen. Resets the data on the screen to
the latest value of the switch.

4. Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

DHCPvé Pool Configuration

Use the DHCPvV6 Pool Configuration page to set up a pool of DHCPv6 parameters for
DHCPv6 clients. The pool is identified with a pool name and contains IPv6 addresses and
domain names of DNS servers.

To display the DHCPv6 Pool Configuration page, click System > Services > DHCPv6
Server> DHCPvV6 Pool Configuration. After expanding the DNS Server Addresses and
Domain Name fields, a screen similar to the following displays.
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DHCP Pool Configuration

DHCP Pool Configuration

Pool Name

Pool Name

Type of Binding
Network Address
Network Mask
Network Prefix Length
Client Name

Hardware Addrass
Hardware Address Type
Client ID

Host Number

Host Mask

Host Prefix Length
Lease Time

Days

Hours

Minutes

* Default Router Addresses

*DNS Server Addresses

Create El

Unallocated [«
0.0.0.0
0.0.0.0

00:00:00:00:00:00

Ethernet

0.0.0.0
0.0.0.0

Infinite [=]

*NetBIOS Name Server Addresses

NetBIOS Node Type
Next Server Address
Domain Name

Bootfile

b-node Broadcast

0.0.0.0

(1 to 21 alphanumeric characters)

(0 to 32)

(8 to 32)

{0 to 39)
(0 to 23)

{0 te 53)

(0 to 255 characters)

(0 to 128 characters)
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To configure a DHCPv6 Pool:

1. From the Pool Name field, select Create and enter name for the Pool to be created. To
modify information for an existing DHCPv6 pool, select the name of the pool to
configure.

2. If you are configuring a new DHCPV6 pool, specify a uniqgue name for the pool in the Pool
Name field.

3. Click the DNS Server Addresses field to expand the field, and enter the IPv6 address for
one or more DNS servers.

4. Click the Domain Name field to expand the field, and specify one or more DNS domain
server names for the pool. Each name may contain up to 255 alphanumeric characters.

5. Use APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

6. Use DELETE to delete the pool selected in the Pool Name field.

DHCPvé Prefix Delegation Configuration

With the larger address space inherent to IPv6, addresses within a network can be allocated
more effectively in a hierarchical fashion. DHCPvG6 introduces the notion of prefix delegation
as described in RFC 3633 as a way for routers to centralize and delegate IP address
assignment.

DHCPv6 clients may request multiple IPv6 prefixes. Also, DHCPV6 clients may request
specific IPv6 prefixes. If the configured DHCPV6 pool contains the specific prefix that a
DHCPV6 client requests, then that prefix will be delegated to the client. Otherwise, the first
available IPv6 prefix within the configured pool will be delegated to the client.

Use the Prefix Delegation Configuration page to configure a delegated prefix for a pool. At
least one pool must be created using DHCPv6 Pool Configuration before a delegated prefix
can be configured.

To display the DHCPvV6 Prefix Delegation Configuration page, click System > Services >
DHCPv6 Server> DHCPv6 Prefix Delegation Configuration. A screen similar to the
following displays.

DHCPv6 Prefix Delegation Configuration

DHCPv6 Prefix Delegation Configuration
-mm—

To configure the Prefix Delegation information:

1. Use Pool Name to select the Pool Name.

2. Specify the Prefix and Prefix Length of the delegated IPv6 prefix in the appropriate fields.
3. In the DUID field, specify the client's unique DUID value.
4

In the Client Name field, specify the client's name, which is useful for logging or tracing only.
It may be up to 31 alphanumeric characters.
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In the Valid Lifetime field, specify the valid lifetime, in seconds, for the delegated prefix. The
values allowed are between 0 to 4294967295.

In the Prefer Lifetime field, specify the preferred lifetime, in seconds, for the delegated
prefix. The values allowed are between 0 to 4294967295.

Click ADD to add a new delegated prefix for the selected pool.

Select the check box associated with a prefix delegation and click DELETE to remove the
delegated prefix.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

DHCPvé6 Interface Configuration
Use the DHCPvV6 Interface Configuration page to configure a DHCPV6 interface.

To display the DHCPV6 Interface Configuration page, click System > Services > DHCPv6
Server> DHCPvV6 Interface Configuration. A screen similar to the following displays.

DHCPv6 Interface Configuration

DHCPv6 Interface Configuration

2 LOOPBACKS All Go To Interface

-

1/0/1 Diisable
1/0/2 Disable
1/0/3 Diisable
1/0/4 Disable
1/0/5 Disable
1/0/6 Disable
1/0/7 Disable
1/o/a8 Disable
1/0/9 Disable
1/0/10 Disable

To configure the DHCPV6 Interface Configuration information:

1.

Select the check box associated with each interface to configure, or select the check
box in the heading row to apply the same configuration to all interfaces.

In the Admin Mode field, specify the DHCPv6 mode to configure server functionality on the
selected interface(s). DHCPV6 server and DHCPV6 relay functions are mutually exclusive.

In the Pool Name field, specify the DHCPV6 pool containing stateless and/or prefix
delegation parameters.

(Optional) In the Rapid Commit field, select Enable to allow abbreviated exchange between
the client and server.
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5. In the Preferences field, specify the preference value used by clients to determine
preference between multiple DHCPv6 servers. The values allowed are between 0 to

4294967295. The default value is 0.
6. Click APPLY to send the updated configuration to the switch. Configuration changes take

effect immediately.

7. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to

the latest value of the switch.

DHCPvé6 Bindings Information

To display the DHCPv6 Bindings Information page, click System > Services > DHCPv6
Server> DHCPv6 Bindings Information. A screen similar to the following displays.

DHCPv6 Bindings Information

DHCPv6 Bindings Information

Search By Binding IP

GO
Client Prefix | Prefix | Expiry | Valid Prefer
Client Add Prefi
m Length Lifetime | Lifetime

&

The following table describes the DHCPv6 Bindings Information fields.

Field

Description

Client Address

The Client's IPv6 address.

Client Interface

The interface number where the client binding
occurred.

Client DUID

The client's DHCPv6 unique identifier.

Prefix

The IPv6 address leased to the client

Prefix Length

The IPv6 mask length.

Prefix Type The type of prefix associated with this binding:
Dynamic / Manual.

Expiry Time The number of seconds until the prefix associated
with a binding will expire.

Valid Lifetime The valid lifetime value in seconds of the prefix

associated with a binding.

Prefer Lifetime

The preferred lifetime value in seconds of the prefix
associated with a binding
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DHCPvé Server Statistics

To display the DHCP Server Statistics page, click System > Services > DHCPv6 Server>
DHCPvV6 Server Statistics. A screen similar to the following displays.

DHCPv6 Server Statistics

DHCPv6 Interface Selection @
Interface 1/0/1 El

Messages Received: )
Total DHCPw6E Packets Received
DHCPv6 Solicit Packets Received
DHCPwE Request Packets Received
DHCPv6 Confirm Packets Received
DHCPw6 Renew Packets Received
DHCPwE Rebind Packets Received
DHCPwE Release Packets Received
DHCPv6 Decline Packets Received
DHCPv6 Inform Packets Received
DHCPwvE Relay-forward Packets Received
DHCPwE Relay-reply Packets Received

DHCPwE Malformed Packets Received

o o0 o0 o0 o0 o0 o0 o0 00000

Received DHCPv6 Packets Discarded

Messages Sent: )
Total DHCPw6E Packets Sent
DHCPw6 Advertisement Packets Transmitted
DHCPwE Reply Packets Transmitted
DHCPwE Reconfig Packets Transmitted

DHCPwvE Relay-forward Packets Transmitted

[ T o T o T o R o R .

DHCPwvE Relay-reply Packets Transmitted

The following table describes the DHCPv6 Server Statistics fields.

Field Description
Interface Select the interface with the statistics to view.
Messages Received Specifies the aggregate of all interface level statistics for

received messages.

Total DHCPv6 Packets Received Specifies the total number of Packets Received.
DHCPv6 Solicit Packets Received Specifies the number of Solicits.

DHCPv6 Request Packets Received Specifies the number of Requests.

DHCPv6 Confirm Packets Received Specifies the number of Confirms.

DHCPv6 Renew Packets Received Specifies the number of Renews.

DHCPv6 Rebind Packets Received Specifies the number of Rebinds.
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Field

Description

DHCPv6 Release Packets Received

Specifies the number of Releases.

DHCPv6 Decline Packets Received

Specifies the number of Declines.

DHCPvV6 Inform Packets Received

Specifies the number of Informs.

DHCPv6 Relay-forward Packets Received

Specifies the number of Relay forwards.

DHCPvV6 Relay-reply Packets Received

Specifies the number of Relay Replies.

DHCPv6 Malformed Packets Received

Specifies the number of Malformed Packets.

Received DHCPv6 Packets Discarded

Specifies the number of Packets Discarded.

Messages Sent

The aggregate of all interface level statistics for
messages sent.

Total DHCPv6 Packets Sent

Specifies the total number of Packets Transmitted.

DHCPv6 Advertisement Packets Transmitted

Specifies the number of Advertisements.

DHCPv6 Reply Packets Transmitted

Specifies the number of Replies.

DHCPv6 Reconfig Packets Transmitted

Specifies the number of Reconfigurations.

DHCPv6 Relay-forward Packets Transmitted

Specifies the number of Relay forwards.

DHCPv6 Relay-reply Packets Transmitted

Specifies the number of Relay Replies.

DHCPvé Relay

The DHCPv6 Relay Agent allows for various sub-options to be attached to messages that are
being relayed by the local switch to a DHCPv6 server. The DHCPvV6 server may in turn use
this information in determining an address to assign to a DHCPv6 client

To display the DHCPvV6 Relay Configuration page, click System > Services > DHCPv6 Relay.
A screen similar to the following displays.

DHCPv6 Relay Configuration

DHCPv6 Relay Configuration @

Go To Interface

2 LOOPBACKS All

Admin Relay Destination IP

|:| lfﬂfl Dlsable
] | 1fof2 Disable
O | 1/0/3 Disable
] | 1fof4 Disable
[ | 1ra/s Disable
]  1/o0/e Disable
[ 1ro/7 Disable
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To configure the DHCPv6 Relay information for one or more interfaces:

1.

Select the check box associated with each interface to configure, or select the check
box in the heading row to apply the same configuration to all interfaces.

In the Admin Mode field, specify the DHCPv6 mode to configure DHCPv6 Relay
functionality. DHCPV6 server and DHCPV6 relay functions are mutually exclusive.

In the Relay Interface field, specify an interface to reach a relay server.
In the Destination IP Address field, specify an IPv6 Address to reach a relay server.

In the Remote ID field, specify the relay agent information option. The remote ID needs to
be derived from the DHCPV6 server DUID and the relay interface number, or it can be
specified as a user-defined string.

Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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Stacking

A stackable switch is a switch that is fully functional operating as a stand-alone unit but can
also be set-up to operate together with up to seven other switches. This group of switches
shows the characteristics of a single switch while having the port capacity of the sum of the
combined switches.

From the Stacking link under the System tab, you can access the following pages:

e Stack Configuration on page 72

e Stack Port Configuration on page 74

e Stack Port Diagnostics on page 76

e Stack Firmware Synchronization on page 77

One of the switches in the stack controls the operation of the stack. This switch is called the
stack master. The remaining switches in the stack are stack members. The stack members
use stacking technology to behave and work together as a unified system. Layer 2 and higher
protocols present the entire switch stack as a single entity to the network.

The stack master is the single point of stack-wide management. From the stack master, you
configure the following:

* System-level (global) features that apply to all stack members
* Interface-level features for all interfaces on any stack member

A switch stack is identified in the network by its network IP address. The network IP address
is assigned according to the MAC address of the stack master. Every stack member is
uniquely identified by its own stack member number, which is from 1-6. The stack master can
be any number within that range.

Stack Features

Stacking on the ProSafe M5300 switches supports the following:

* Up to eight switches per stack, which can be any combination of the following switch

models:

e MS5300 Series (all models)
« (GSM7328S

« GSM7352S

« GSM7328FS
 (GSM7328Sv2
*  GSM7352Sv2
*  GSM7228PS
« GSM7252PS.
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* Single IP address management through a web browser, the CLI, or SNMP.
* Master-slave configuration.
* The master retains configuration for entire stack.

* Automatic detection of new members, with synchronization of firmware (upgrade or
downgrade as needed).

* Configuration updates across the stack through a single operation.
e Automatic master fail-over. Fully resilient stack with chain and ring topology.
* Hot swapping (insertion and removal) of stack members.

Firmware Synchronization and Upgrade

All stack members must run the same software version to ensure compatibility within the
stack. By default, if a unit is added to the stack and its software version is not the same as the
stack master, that unit is not allowed to join the stack. You can enable the Stack Firmware
Auto Upgrade feature, which will automatically synchronize the firmware version on the new
unit with the version running on the stack master. The synchronization operation may result in
either upgrade or downgrade of firmware on the mismatched stack member.

Upgrading the firmware on a stack of switches is the same as upgrading the firmware on a
single switch. After you download a new image by using the File Download page or SCC, the
downloaded image is distributed to all the connected units of the stack.

Note: Itis recommended to set the active image for all stack members the
same as the active image of the stack master. In other words, if
image1 is the active image on the stack master, all units should have
image1 as the active image. For information about configuring the
active image, see Dual Image Configuration on page 289.

Configuration Maintenance

The stack master stores and maintains the saved and running configuration files for the
switch stack. The configuration files include the system-level settings for the switch stack and
the interface-level settings for all stack members. Each stack member retains a copy of the
saved file for backup purposes. If the master is removed from the stack or becomes
unavailable, another member will be elected master, and will then run from that saved
configuration.

The switch master copies its running configuration to the stack member configured as the
standby unit whenever it changes (subject to some restrictions to reduce overhead). This
enables the standby unit to take over the stack operation with minimal interruption if the stack
master becomes unavailable. The running-config synchronization also occurs when the
running configuration is auto-saved on the stack master or when the standby unit changes.
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Stack Master Election

All stack members are eligible stack masters. If the stack master becomes unavailable, the
remaining stack members participate in electing a new stack master from among themselves.
The following factors determine which switch is elected the stack master:

* The switch that is master always has priority to retain the role of master
e Assigned priority
* MAC address

When the stack is powered up and completes the boot process or the original stack master
becomes unavailable, the stack master is determined through an election process.

The rules for stack master Election are as follows:

e If a unit had previously been elected stack master, then it will remain the stack master and
other units will simply be stack members.

e |f no units were stack masters, or more than one unit was a stack master, then the unit
with the highest management preference is elected stack master. The management
preference can be assigned by the administrator. However, if all units have the same
management preference, then the unit with the highest MAC address is assigned as the
stack master.

Factory Defaults Reset Behavior

If the stack master is reset to the factory default settings (see Factory Default on page 281),
the stack master applies the default settings to all the stack members and resets the stack,
including all participating stack members. When the stack boots, the stack master election
process begins.

A switch can be described in terms of three semi-independent functions called the forwarding
plane, the control plane, and the management plane. The forwarding plane forwards data
packets. The forwarding plane is implemented in hardware. The control plane is the set of
protocols that determine how the forwarding plane should forward packets, deciding which
data packets are allowed to be forwarded and where they should go. Application software on
the management unit acts as the control plane. The management plane is application
software running on the management unit that provides interfaces allowing a network
administrator to configure and monitor the device.
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Nonstop Forwarding

Nonstop forwarding (NSF) allows the forwarding plane of stack units to continue to forward
packets while the control and management planes restart as a result of a power failure,
hardware failure, or software fault on the management unit. A nonstop forwarding failover
can also be manually initiated by clicking the Initiate Failover button on the NSF Summary
page. Traffic flows that enter and exit the stack through physical ports on a unit other than the
management continue with at most sub-second interruption when the management unit fails.

To prepare the backup management unit in case of a failover, applications on the
management unit continuously checkpoint some state information to the backup unit.
Changes to the running configuration are automatically copied to the backup unit. MAC
addresses stay the same across a nonstop forwarding failover so that neighbors do not have
to relearn them.

When a nonstop forwarding failover occurs, the control plane on the backup unit starts from a
partially-initialized state and applies the checkpointed state information. While the control
plane is initializing, the stack cannot react to external changes, such as network topology
changes. Once the control plane is fully operational on the new management unit, the control
plane ensures that the hardware state is updated as necessary. Control plane failover time
depends on the size of the stack, the complexity of the configuration, and the speed of the
CPU.

The management plane restarts when a failover occurs. Management connections must be
reestablished.

For NSF to be effective, adjacent networking devices must not reroute traffic around the
restarting device. The switch uses three techniques to prevent traffic from being rerouted:

1. A protocol may distribute a part of its control plane to stack units so that the protocol can
give the appearance that it is still functional during the restart. Spanning tree and port
channels use this technique.

2. A protocol may enlist the cooperation of its neighbors through a technique known as
graceful restart. OSPF uses graceful restart if it is enabled.

3. A protocol may simply restart after the failover if neighbors react slowly enough that they will
not normally detect the outage. The IP multicast routing protocols are a good example of this
behavior.

To take full advantage of nonstop forwarding, layer 2 connections to neighbors should be via
port channels that span two or more stack units, and layer 3 routes should be ECMP routes
with next hops via physical ports on two or more units. The hardware can quickly move traffic
flows from port channel members or ECMP paths on a failed unit to a surviving unit.
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Stack Configuration

From this page, you can preconfigure stack members before adding them to the stack,
change the unit number assigned to a stack member, and to select a new stack master or
give management preference to one or more units. If you change the unit ID on a stack
member, the member reloads. A stack move causes all routes and layer 2 addresses to be
lost. The administrator is prompted to confirm the management move.

To display the Stack Configuration page, click System > Stacking > Basic > Stack
Configuration. A screen similar to the following is displayed.

Stack Configuration

G Switch Management
Change Switch ID to Switch Type | Management 9 Standby Status
Priority Status
Preferem:e

SFs
Preconfigured | Plugged-in | Detected | Detected Code
Switch Serial Last
Description | Number (ricl il e o Attempt
L Identifier Identifier Version Flash Statusp

Management Unit Selection

Management Unit Selected: ].El

Stack Configuration

GSM?3285 Unas;igned Unasslgned Management Nnne
2 GSM73285 Unassigned Unassigned StackMember Opr Standby oK

Basic Stack Status

M3300-28G3 ng3456 2 days, 1 hours, 53 minutes, 16 secs  M5300-28G3 M53300-28G3  R.6.20.3 R.6.20.3 None
M5300-28G3 ng2xn1225If0014 2 days, 1 hours, 53 minutes, 17 secs  M5300-28G3 M5300-28G3 R.6.20.3 R.6.20.3 None

To select a new stack master:

1.

In the Management Unit Selected menu, select the unit ID of the stack member to
become the stack master.

A message indicating that moving stack management will unconfigure entire stack including
all interfaces.

Click OK to confirm the selection and reload the stack. The stack will be unavailable until the
boot process completes.

To configure a stack member before adding it to the stack:

Select the Unit ID of the stack member to add.
Select the switch model number of the new unit from the Switch Type field.

Optionally, specify the Switch Priority to select whether you want this unit to become a
management unit in preference to another unit. The default value for this setting is
undefined. If the preference level is set to zero, then the device cannot become a
management unit. A higher value indicates a higher priority, the maximum value is 15.

Use the Management Status field to indicate whether the selected switch is the stack
master, a normal stacking member, or the standby unit. A standby unit takes over the stack
master responsibilities if the stack master becomes unavailable.

Click Add to add the preconfigured unit to the stack.
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To change the settings for an existing stack member:

1. Select the check box next to the stack member to configure.

2. If desired, specify a new unit ID for the stack member in the Change to Switch ID field. The
renumbering process causes the unit to reload.

3. Specify the switch type, priority, or management status from the available fields.
4. Click Apply to save the changes to the stack member.

Note: If you configured a new unit number for an existing stack member, you
are asked to confirm the change. Click OK to continue or Cancel to retain the
original settings.

5. Click Delete to remove the selected unit from the stack.
6. Click Refresh to update the page with the latest information from the switch.

7. Click Cancel to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

The following table describes the non-configurable Stack Configuration fields.

Field Description

Hardware Management The hardware management preference of the switch. The hardware

Preference management preference can be disabled or unassigned.

Standby Status Identifies the switch that is configured as the Standby Unit. The possible
values are:

+ Cfg Standby - Indicates that the unit is configured as the Standby Unit. The
unit configured as the Standby switch becomes the stack manager if the
current manager fails.

 Opr Standby - Indicates that this unit is operating as the Standby Unit and
the configured Standby Unit is not part of the stack.

* None - The switch is not configured as the Standby Unit.

Switch Status Displays the status of the selected unit. The possible values are:
« OK

» Unsupported

» Code Mismatch

» Config Mismatch

* Not Present
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The following table describes the Basic Stack Status fields.

Field Description

Unit ID The unit ID of the specific switch.

Switch Description The description for the unit can be configured by the user.

Serial Number The unique box serial number for this switch.

Uptime The displays the relative time since the last reboot of the switch.

Preconfigured Model Identifier This field displays the model type assigned by the device
manufacturer to identify the device.

Plugged-in Model Identifier This field displays the model type assigned by the device
manufacturer to identify the plugged-in device.

Detected Code Version This field indicates the detected version of code on this unit.

Detected Code Version in Flash The displays the Release number and version number of the code

stored in flash.

SFS Last Attempt Status This displays the status of last tried stack firmware synchronisation.
“None” is the default value if SFS has not been tried.

Stack Port Configuration

By default, the stack ports on each switch are configured for stacking. However, you can use
these ports as standard Ethernet ports. Use the Stack Port configuration page to configure
the mode of the stack ports and to view information about the ports.

To display the Stack Port Configuration page, click System > Stacking > Advanced > Stack
Port Configuration. A screen similar to the following is displayed (the page is shown in two
parts).
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Stack Port Configuration

Stack Port Configuration

.- | == | | | |

1 0/25 Stack Stack Dawn 10 0
& | 0/26 Stack Stack Up 10 0
1 0/27 Stack Stack Down 12 0
& | 0/28 Stack Stack Down 12 0
|2 0/25 Stack Stack Down 10 0
M2 0/26 Stack Stack Up 10 0
|2 0/27 Stack Stack Down 12 0
) [ 0/28 Stack Stack Dawn 12 0

To configure the mode of the stack ports:

1. Select the check box associated with the unit and port to configure:
2. From the Configured Stack Mode field, select the operating mode:
e Stack. The port connects to the stack port on another stack member. This is the
default value.
* Ethernet. The port operates as a standard switch port that receives and transmits
network traffic
3. Click Apply to apply the new settings to the system.
4. Click Cancel to cancel the configuration on the screen and reset the data on the screen to

the latest value of the switch.
5. Click Refresh to update the screen with the current information.

The following table describes Stack Port Configuration fields.

Field Description

Unit ID Displays the unit.

Port Displays the stackable interfaces on the given unit.

Slot ID Displays the slot Id in the format unit/slot.

Type Displays the type of stackable interfaces on the given unit.
XFP/SFP+ Adapter Displays the Name of the XFP/SFP+ Adapter.

Running Stack Mode Displays the run-time mode of the stackable interface.
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Field Description
Link Status Displays the link status (UP/DOWN) of the port.
Link Speed (Gbps) Displays the maximum speed of the stacking port.

Transmit Data Rate (Mbps) Displays the approximate transmit rate on the stacking port.

Transmit Error Rate Displays the number of errors in transmit packets per second.

Total Transmit Errors Displays the total number of errors in transmit packets since boot. The
counter may wrap.

Data Rate (Mbps) Displays the approximate receive rate on the stacking port.
Receive Error Rate Displays the number of errors in receive packets per second.
Total Receive Errors Displays the total number of errors in receive packets since boot. The

counter may wrap.

Stack Port Diagnostics

This page displays the diagnostics for all the stackable interfaces in the given stack.

To display the Stack Port Diagnostics page, click System > Stacking > Advanced > Stack Port
Diagnostics. A screen similar to the following is displayed.

Stack Port Diagnostics

Stack Port Diagnostics ()
o0 port portDiagnosticstnfo |
0/25 | RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:O
0/26 RBYT:2f5ble45 RPKT:124803 TBYT:302d628a TPKT:13c3dcRFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR.:0
0/27 | RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:0
0/28 RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:0
0/25 | RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:0
0/26 RBYT:302d5fe6 RPKT:13c3db TBYT:2f5ble45 TPKT:124803RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR.:0 RUNT:0TFCS:0 TERR:O
0/27 | RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:0
0/28 RBYT:0 RPKT:0 TBYT:0 TPKT:0RFCS:0 RFRG:0 RIBR:0 RUND:0 ROVR:0 RUNT:0TFCS:0 TERR:0

S I R I e

The following table describes the Stack Port Diagnostics fields.

Field Definition

Unit ID Displays the unit.

Port Displays the stackable interface on the given unit.

Port Diagnostics Info Displays three text fields (80 character strings) populated by the
driver containing debug and status information.

Configuring System Information
76



ProSafe M5300 Switch

Stack Firmware Synchronization

To display the stack firmware synchronization configurations from the Stack Firmware
Synchronization page, click System > Stacking > Advanced > Stack Firmware
Synchronization. A screen similar to the following is displayed.

Stack Firmware Synchronization

Stack Firmware Synchronization

Stack Firmware Auto Upgrade Dizable El
Traps Enable El
Allow Downgrade Enable El

To configure the Stack Firmware Synchronization features:

1.

Specify whether Stack Firmware Auto Upgrade is enabled or disabled. This feature
determines what to do when a new member attempts to join the stack, and its firmware
does not match the version running on the master.

* Enable. The stack master upgrades the version on the new member to match the
version running on the rest of the stack.

* Disable. The new member is not allowed to join.

Use the Traps field to enable or disable sending of traps during Stack Firmware
Synchronization Start, Failure, or Finish.

Use the Allow Downgrade field to determine whether the stack master should downgrade
the firmware version on a new member that attempts to join the stack if the new member
has a firmware version that is more recent that the stack.

Click Refresh to update the page with the latest information from the switch.

Click Apply to apply the new settings to the switch. Configuration changes take effect
immediately.
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NSF

Use the NSF Summary page to enable nonstop forwarding feature on the stack, view
operational status information, and to initiate a warm restart of the management unit.

When nonstop forwarding is enabled, if the management unit of a stack fails, the backup unit
takes over as the master without clearing the hardware tables of any of the surviving units.
Data traffic continues to be forwarded in hardware while the management functions initialize
on the backup unit.

NSF is enabled by default on platforms that support it. The administrator may wish to disable
NSF in order to redirect the CPU resources consumed by data checkpointing.To display the
NSF Summary page, click System > Stacking > Advanced > NSF > NSF Summary. A screen
similar to the following is displayed.

NSF Summary

NSF Summary @)

Admin Status Enable El

Operational Status Enable

Last Startup Reason Power On

Time Since Last Restart 2 days 1 hrs 54 mins 30 secs
Restart In Progress Mo

Warm Restart Ready Yes

Copy of Running Configuration to Backup Unit (#)
Status Current

Backup Configuration Age 0 days 0 hrs 31 mins 52 secs

NSF Support on Unit

1 Enable
2 Enable

To configure NSF:

1.

To enable or disable NSF on the switch, select the desired option from the Admin Mode
field. When enabled, the stack selects a backup unit to receive checkpointed data from
applications on the management unit.

Click INITIATE FAILOVER to start a warm restart. On a warm restart, the backup unit
becomes the management unit without clearing its hardware tables (on a cold restart,
hardware tables are cleared). Applications apply checkpointed data from the former
management unit to the backup unit as the original management unit reboots.

If the system is not ready for a warm restart, for example because no backup unit has
been elected or one or more members of the stack do not support nonstop forwarding,
the command fails with a warning message.

Click APPLY if you have updated the NSF Admin Status. If you want the switch to retain the
new setting across a power cycle, you must perform a save.
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4. Click CANCEL to abandon the changes.
5. Click RESET to redisplay the page with the latest status values from the switch.

The NSF Summary page includes the following non-configurable information:

Field

Description

Operation Status

Indicates whether NSF is operational on the stack, which may differ from the Admin
Status setting. If a unit that does not support NSF is connected to the stack, then
NSF is disabled on all stack members. When a unit that does not support NSF is
disconnected from the stack and all other units support NSF, and NSF is
administratively enabled, then NSF operation resumes.

Last Startup Reason

The type of activation that caused the software to start the last time. The possible

values are:

* Power On—The switch rebooted, caused by a power cycle or an administrative
“Reload” command.

* Administrative Move— The administrator issued a command for the stand-by
manager to take over.

*  Warm Admin Move—The administrator issued a command for the backup
manager to take over.

*  Warm—The primary management card restarted due to a failure, and the
system executed a nonstop forwarding failover to a backup management unit.

* Auto Cold—The system switched from the active manager to the backup
manager and was unable to maintain user data traffic. This is usually caused by
multiple failures occurring close together.

Time Since Last
Restart

Time since the current management card became the active management card. For
the backup management unit, the value is set to 0d 00:00:00.

Restart In Progress

Indicates whether a restart is in progress. A restart is not considered complete until
all hardware tables have been fully reconciled.

Warm Restart Ready

Indicates whether the initial full checkpoint has finished.

Backup
Configuration Age

Indicates the time since the running configuration was last copied to the backup unit.
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Checkpoint Statistics

Use the Checkpoint Statistics page to display information about the protocol and routing data
that the management unit shares with the backup unit.

To display the Checkpoint Statistics page, click System > Stacking > Advanced > NSF >
Checkpoint Statistics. A screen similar to the following is displayed.

Checkpoint Statistics
Checkpoint Statistics @
Messages Checkpointed 40
Bytes Checkpointed 11924
Time Since Counters Cleared 2 days 1 hrs 55 mins 3 secs
Checkpoint Message Rate 0.000 msgf=ec
Last 10-second Message Rate 0.0 m=g/sec
Highest 10-second Message Rate 1.3 msg/sec
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The following table describes the fields on the Checkpoint Statistics page:

Field Description
Messages Checkpointed The number of messages sent from master unit to backup unit.
Bytes Checkpointed How much data has been sent from master unit to the backup unit.

Time Since Counters Cleared The amount of time since the counters have been reset.

Message Rate Interval The number of seconds between measurements.

Message Rate The number of messages sent in the last measurement interval.

Highest Message Rate The highest number of messages that have been sent in a measurement
interval.
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PoE (M5300-28G-POE+ and M5300-52G-POE+ Only)

Copper Ethernet ports 1-24 on the M5300-28G-POE+ and copper Ethernet ports 1-48 on
the M5300-52G-POE+ are PoE+ (IEEE 802.3at) compliant ports. Each port is capable of
delivering up to 30W of reliable, uninterrupted power to connected PoE-powered devices
(PD).

The GS728TPS can provide a total of 192W of power to all connected devices. The
GS752TPS can provide a total of 384W of power to all connected devices.You can configure
per-port priority settings, timers, and power limits to manage the power supplied to the
connected PDs and to ensure that the power budget for each switch is used effectively.

From the PoE link, you can access the following pages:

e Basic PoE Configuration on page 83
e PoE Port Configuration on page 84
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Basic PoE Configuration

Use the PoE Configuration page to view global PoE power information and to configure PoE
settings.

To display the Basic PoE Configuration page, click System > Services > PoE > Basic > PoE
Configuration. A screen similar to the following displays.

PoE Configuration

Unit Selection
Umit: 3 El

PoE Configuration
Firmware Version 1.0.3.8
Power Status off
Total Power (Main AC) 384 Watt
Total Power (RPS) 1440 Watt
Power Source Main AC
Threshold Power 345600 mw
Consumed Power 0 mw
System Usage Threshold 90 (1% to 99%)
Power Management Mode DVI‘IEIITIiCEl
Auto Reset Mode Enable i@ Disable
Traps @ Enable Disable

To configure PoE trap settings:

1.

2,
3.

o

If you are managing a stack of switches, select the ID of the stack member to configure
from the Unit menu.

Specify the percentage of the threshold power that must be consumed before a trap is sent.

Select the power management algorithm the switch uses to deliver power to the requesting
PDs.

* Static. The Power allocated for each port depends on the type of power threshold
configured on the port.

* Dynamic. The power consumption of each port is measured and calculated in
real-time.

Select the appropriate radio button to enable or disable SNMP traps for PoE.
Click APPLY to apply the new settings to the system.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Click REFRESH to update the screen with the current information.
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The PoE Configuration page also provides the following information:

Field

Description

Firmware Version

Version of the PoE controller's FW image.

Power Status

Indicates whether the PoE capability is on or off.

Nominal Power

Indicates the nominal amount of power the switch can provide to all ports.

Threshold Power

Shows the amount of power the system can consume before the system will
not provide power to an additional port.

Consumed Power

Shows the total amount of power currently being delivered to all ports.

PoE Port Configuration

Use the PoE Port Configuration page to configure per-port PoE settings.

To display the Advanced PoE Configuration page, click System > Services > PoE >

Advanced > PoE Configuration. A screen similar to the following displays (the screens have

been edited to show all fields).

I:IDDI:IEII:I

3fol Enable
3/0/2 Enable
3/0/3 | Enable
3/0/4 Enable
3/0/5 | Enable
3/0/6  Enable

PoE Port Configuration

PoE Port Configuration

| High P P
Admin High ax Port - _uw_er _uw_er
Mode Power Power Priority Power Limit Limit

(mw) Mode Type (mw]

- B | -

Go To Port

32000 802.3at Class BDDDD
Yes 32000 Low 802.3at Class 30000
Yes 32000 Low 802.3at Class 30000
Yes 32000 Low 802.3at Class 30000
Yes 32000 Low 802.3at Class 30000
Yes 32000 Low 802.3at Class 30000

GO
Detection Timer (e ST (I Fault
Tune Sehedile Voltage | Current | Power | Temperature Status
L (Volts) | (mA) | (mw)

==
iese
jeee
ieee
iece

==

Unknown
Unknown
Unknown
Unknown
Unknown

Unknown

Nane 0 0 0 36 Searching = Mo Error
None 0 0 0 36 Searching No Error
None 0 0 0 36 Searching Mo Error
None 0 0 0 36 Searching No Error
MNane 0 0 0 41 Searching | No Error
None 0 0 0 38 Searching Mo Error
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To configure PoE Port settings:

1.

Select the check box next to the port to configure. Select multiple check boxes to apply
the same settings to each selected port. Select the check box in the heading row to
apply the same settings to all ports.

Configure or view the settings:

* Admin Mode. Enable or disable the ability of the port to deliver power.

* High Power. Indicates whether the port supports High Power Mode.

* Max Power. Shows the maximum power, in Watts, the port can provide.

* Port Priority. Determine which ports can deliver power if the total power delivered by
the switch crosses a certain threshold. The switch may not be able to supply power to
all connected devices. Priority is used to determine which ports can supply power.
When ports have the same priority, the lower numbered port is given a higher priority.
The possible priority levels are Critical (highest priority), High, and Low.

* High Power Mode. Select the power-up mode for the port

* Disable: A port is powered in the IEEE 802.3af mode. (Default)

* Legacy: A port is powered using high-inrush current, which is used by legacy
powered devices (PDs) with a power requirement greater than 15W from power
up.

* Pre-802.3at. A port is powered in the IEEE 802.3af mode initially and switched to
the high-power IEEE 802.3at mode before 75 msec. Use this mode if the PD is
not performing Layer 2 classification, or if the switch is performing two-event
Layer 1 classification.

e 802.3at. A port is powered in IEEE 802.3at mode. If the PD class detected by the
switch is not Class 4 (type 2), the port will power up the PD, but only Class 4 PDs
can be powered up in the IEEE 802.3at mode.

* Power Limit Type. Select the type of power limit to use on the port, which is one of
the following:

* Class: Select this option to base the power limit on the detected class value.
When this value is selected, the user-configured value configured in the Power
Limit field is ignored.

e User: Select this option to base the power limit on the value configured in the
Power Limit field.

* None. Select this option to indicate that no power limit type is used on the port.

* Power Limit. Set the maximum amount of power that can be delivered by a port
when the Power Limit Type is User.

* Detection Type. Select the PD detection mode the PSE port uses to detect an
attached device. The detection mode can be one of the following modes:

* Auto. The port performs four-point resistive detection (802.3af4point) followed by
legacy detection.

* Pre-ieee. The port performs legacy detection.
* ieee. The port performs four-point resistive detection (802.3af4point).
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Class. View the class of the PD connected to the port. The class defines the range of
power a PD is drawing from the system. The class is defined as:

* 0:0.44-12.95W

* 1:0.44-3.83W

° 2:3.84-6.48W

* 3:6.49-12.95W

*  4:12.95-25.50W (802.3at Type 2 devices only)

Timer Schedule. Select the timer schedule to use for the port. By default, no timer
schedules are configured. To create a timer schedule, use the Timer Schedule Global
Configuration page.

Output Voltage. Shows the current voltage being delivered to device in Volts.
Output Current. Shows the current being delivered to device in mA.
Output Power. Shows the current power being delivered to device in Watts.

Temperature. The temperature measured at this port of the PoE Controller. It is
measured in degrees celsius.

Status. View the operational status of the port PD detection.

* Disabled. Indicates no power is being delivered.

* DeliveringPower. Indicates power is being drawn by a connected device.
* Fault. Indicates a problem with the port.

* Test. Indicates the port is in test mode.

e OtherFault. Indicates the port is idle due to an error condition.

e Searching. Indicates the port is not in one of the above states.

* Requesting Power. Indicates that a valid PD has been detected, but the device is
not able to deliver power to the PD due to a power management decision.

Fault Status. Describes the error description when the PSE port is in fault status,
which can be one of the following:

* No Error. Specifies that the PSE port is not in any error state.

e MPS Absent. Specifies that the PSE port has detected an absence of main power
supply.
e Short. Specifies that the PSE port has detected a short circuit condition.

* Overload. Specifies that the PD connected to the PSE port had tried to provide
more power than it is permissible by the hardware.

* Power Denied. Specifies that the PSE port has been denied power because of
shortage of power or due to administrative action.

Click APPLY to apply the new settings to the system.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Click RESET to forcibly reset the selected port(s).
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SNMP

From SNMP link under the System tab, you can configure SNMP settings for SNMP V1/V2
and SNMPv3.

From the SNMP link, you can access the following pages:

*  SNMPV1/V2 on page 87
»  SNMP V3 User Configuration on page 92

SNMPV1/V2

The pages under the SNMPV1/V2 menu allow you to configure SNMP community
information, traps, and trap flags.

From the SNMP V1/V2 link, you can access the following pages:
e Community Configuration on page 87

* Trap Configuration on page 89

e Trap Flags on page 90

e Supported MIBs on page 91

Community Configuration
By default, two SNMP Communities exist:

* Private, with Read/Write privileges and status set to Enable.
* Public, with Read Only privileges and status set to Enable.

These are well-known communities. Use this page to change the defaults or to add other
communities. Only the communities that you define using this page will have access to the
switch using the SNMPv1 and SNMPv2c protocols. Only those communities with read/write
level access can be used to change the configuration using SNMP.

Use this page when you are using the SNMPv1 and SNMPv2c protocol. If you want to use
SNMP v3 you should use the User Accounts menu.

To display this page, click System > SNMP > SNMP V1/V2 > Community Configuration. A
screen similar to the following displays.
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Community Configuration

Community Configuration

. Client Address Client 1P Masl m

pubhc: D 0.0.0 EI 0.0.0 Read only Enable
private 0.0.0.0 0.0.0.0 Read-Write Enable

To configure SNMPv1/v2 communities:

1. Use Community Name to reconfigure an existing community, or to create a new one.
Use this pull-down menu to select one of the existing community names, or select
'Create' to add a new one. A valid entry is a case-sensitive string of up to 16 characters.

2. Client Address - Taken together, the Client Address and Client IP Mask denote a range of
IP addresses from which SNMP clients may use that community to access this device. If
either (Client Address or IP Mask) value is 0.0.0.0, access is allowed from any IP address.
Otherwise, every client's address is ANDed with the mask, as is the Client Address, and, if
the values are equal, access is allowed. For example, if the Client Address and Client IP
Mask parameters are 192.168.1.0/255.255.255.0, then any client whose address is
192.168.1.0 through 192.168.1.255 (inclusive) will be allowed access. To allow access from
only one station, use a Client IP Mask value of 255.255.255.255, and use that machine's IP
address for Client Address.

3. Client IP Mask - Taken together, the Client Address and Client IP Mask denote a range of
IP addresses from which SNMP clients may use that community to access this device. If
either (Client Address or IP Mask) value is 0.0.0.0, access is allowed from any IP address.
Otherwise, every client's address is ANDed with the mask, as is the Client Address, and, if
the values are equal, access is allowed. For example, if the Client Address and Client IP
Mask parameters are 192.168.1.0/255.255.255.0, then any client whose IP address is
192.168.1.0 through 192.168.1.255 (inclusive) will be allowed access. To allow access from
only one station, use a Client IP Mask value of 255.255.255.255, and use that machine's IP
address for Client Address.

4. Use Access Mode to specify the access level for this community by selecting Read/Write or
Read Only from the pull-down menu.

5. Use Status to specify the status of this community by selecting Enable or Disable from the
pull-down menu. If you select enable, the Community Name must be unique among all valid
Community Names or the set request will be rejected. If you select disable, the Community
Name will become invalid.

6. Click ADD to add the currently selected community to the switch.
7. Click DELETE to delete the currently selected Community Name.
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Trap Configuration

This page displays an entry for every active Trap Receiver. To access this page, click System
> SNMP > SNMP V1/V2 > Trap Configuration.

Trap Configuration

Trap Configuration

C
.
Name

SNMP V1 [+ | I IPV4E|I I Disable [+ | I

To configure SNMPv1/v2 traps:

1.

To add a host that will receive SNMP traps, enter trap configuration information in the
available fields described below, and then click ADD.

a. Community Name - Enter the community string for the SNMP trap packet to be sent
to the trap manager. This may be up to 16 characters and is case sensitive.

b. Version - Select the trap version to be used by the receiver from the pull down
menu:

e SNMP v1 - Uses SNMP v1 to send traps to the receiver.
e SNMP v2 - Uses SNMP v2 to send traps to the receiver.

c. Protocol - Select the protocol to be used by the receiver from the pull down menu.
Select the IPv4 if the receiver's address is IPv4 address or IPv6 if the receiver's
address is IPv6.

d. Address - Enter the IPv4 address in x.x.x.x format or IPv6 address in
XXXXEXXXXE XXX XXXXXEXXXXXXXXXXXX: XXXX OF @ hostname starting with an alphabet to
receive SNMP traps from this device. Length of address can not exceed 158
characters.

e. Status - Select the receiver's status from the pull-down menu:
* Enable - Send traps to the receiver
e Disable - Do not send traps to the receiver.

To modify information about an existing SNMP recipient, select the check box next to the
recipient, change the desired fields, and then click APPLY. Configuration changes take effect
immediately.

To delete a recipient, select the check box next to the recipient and click DELETE.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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Trap Flags

Use the Trap Flags page to enable or disable traps. When the condition identified by an
active trap is encountered by the switch, a trap message is sent to any enabled SNMP Trap
Receivers, and a message is written to the trap log.

To access the Trap Flags page, click System > SNMP > SNMP V1/V2 > Trap Flags. The
following screen shows some, but not all, of the SNMPv1/v2 trap flags.

Trap Flags
Trap Flags @
Authentication Dizable @ Enable
Link Up/Down Dizable @ Enable
Multiple Users Dizable @ Enable
Spanning Tree Dizable @ Enable

ACL @ Disable Enable
Captive Portal @ Disable Enable
DVMRP @ Dizable (") Enable
PIM @ Disable Enable
OSPFv2 Traps:

Srrors:

authentication-failure Disable Enable
bad-packet Dizable Enable
Disable Enable
Disable ) Enable

Dizable Enable

config-error
virt-authentication-failure

wvirt-bad-packet

0 9 9 @ @ @

wvirt-config-error Disable Enable

Isa:

Disable Enable

(4]

lsa-maxage

Isa-originate @ Disable Enable
overflow:

Isdb-overflow @ Disable Enable
Isdb-approaching-overflow @ Dizable Enable
retransmit:

packets @ Disable Enable
virt-packats @ Disable Enable

state-change:

To configure the trap flags:

1. Use Authentication to enable or disable activation of authentication failure traps by
selecting the corresponding radio button. The factory default is enabled.

2. Use Link Up/Down to enable or disable activation of link status traps by selecting the
corresponding radio button. The factory default is enabled.

3. Use Multiple Users to enable or disable activation of multiple user traps by selecting the
corresponding radio button. The factory default is enabled. This trap is triggered when the
same user ID is logged into the switch more than once at the same time (either via telnet or
the serial port).

4. Use Spanning Tree to enable or disable activation of spanning tree traps by selecting the
corresponding radio button. The factory default is enabled.
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Use ACL to enable or disable activation of ACL traps by selecting the corresponding radio
button. The factory default is disabled.

Use PoE to enable or disable activation of PoE traps by selecting the corresponding radio
button. The factory default is enabled. Indicates whether PoE traps will be sent.

Use DVMRP to enable or disable activation of DVMRP traps by selecting the corresponding
radio button. The factory default is disabled.

Use PIM to enable or disable activation of spanning tree traps by selecting the
corresponding radio button. The factory default is disabled.

Use the options under the OSPFv2 Traps heading to enable or disable activation of specific
OSPF traps by selecting the corresponding radio button. The factory default is disabled. This
field can be configured only if the OSPF admin mode is enabled.

10. Use the options under the OSPFv3 Traps heading to enable or disable activation of specific

11.

OSPFv3 traps by selecting the corresponding radio button. The factory default is disabled.
This field can be configured only if the OSPFv3 admin mode is enabled.

Click CANCEL to cancel the configuration on the screen. Resets the data on the screen to
the latest value of the switch.

12. Click APPLY to send the updated configuration to the switch. Configuration changes take

effect immediately.

Supported MIBs

This page displays all the MIBs supported by the switch. To access this page, click System >
SNMP > SNMP V1/V2 >Supported MIBs. The following screen shows some, but not all, of the

supported MIBs.
SNMP Supported MIBS
Status @

[hame o

RFC 1907 - SNMPv2-MIB The MIB module for SNMPw2 entities

RFC 2819 - RMON-MIB Remote Network Monitoring Management Information Base

HC-RMON-MIB The original version of this MIB, published as RFC3273.

HC-ALARM-MIB Initial version of the High Capacity Alarm MIB module. This version published as RFC 3434.

HCNUM-TC A MIB module containing textual conventions for high capacity data types.

Broadcom-REF-MIB Broadcom Reference

SMMP-COMMUNITY-MIE This MIE module defines objects to help support coexistence between SNMPv1, SNMPv2, and SNMPw3.

SNMP-FRAMEWORK-MIB The SNMP Management Architecture MIB

SMMP-MPD-MIB The MIE for Message Processing and Dispatching

SNMP-NOTIFICATION-MIB The Notification MIB Module

SMNMP-TARGET-MIB The Target MIB Module

SNMP-USER-BASED-SM-MIB The management information definitions for the SNMP User-based Security Model.

SMNMP-VIEW-BASED-ACM-MIB The management information definitions for the View-based Access Control Model for SNMP.

USM-TARGET-TAG-MIB SNMP Research, Inc.

The following table describes the SNMP Supported MIBs Status fields.

Field Description
Name The RFC number if applicable and the name of the MIB.
Description The RFC title or MIB description.
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SNMP V3 User Configuration

To access this page, click System > SNMP > SNMP V3 > User Configuration. A screen similar
to the following displays.

User Configuration

User Names @

User Name Eldl'l'lil'lEl

User Configuration (@

SNMP V3 Access Mode Read/Write []
Authentication Protocol @ Mone MD5S SHA
Encryption Protocol @ None DES

To configure SNMPV3 settings for the user account:

1.
2,

Use User Name to specify the user account to be configured.

SNMP v3 Access Mode - Indicates the SNMPv3 access privileges for the user account.
The admin account always has 'Read/Write' access, and all other accounts have 'Read Only'
access.

Use Authentication Protocol to specify the SNMPv3 Authentication Protocol setting for the

selected user account. The valid Authentication Protocols are None, MD5 or SHA:

* If you select None, the user will be unable to access the SNMP data from an SNMP
browser.

* If you select MD5 or SHA, the user login password will be used as the SNMPv3
authentication password, and you must therefore specify a password, and it must be
eight characters long.

Use Encryption Protocol to specify the SNMPv3 Encryption Protocol setting for the
selected user account. The valid Encryption Protocols are None or DES:

* If you select the DES Protocol you must enter a key in the Encryption Key field.
* If None is specified for the Protocol, the Encryption Key is ignored.

Encryption Key - If you selected DES in the Encryption Protocol field enter the SNMPv3
Encryption Key here, otherwise, this field is ignored. Valid keys are 0 to 15 characters long.
The APPLY checkbox must be checked in order to change the Encryption Protocol and
Encryption Key.

Click CANCEL to cancel the configuration on the screen. Resets the data on the screen to
the latest value of the switch.

Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.
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LLDP

The IEEE 802.1AB-defined standard, Link Layer Discovery Protocol (LLDP), allows stations
on an 802 LAN to advertise major capabilities and physical descriptions. This information is
viewed by a network manager to identify system topology and detect bad configurations on
the LAN.

From the LLDP link, you can access the following pages:

e LLDP on page 93

e LLDP-MED on page 100

LLDP is a one-way protocol; there are no request/response sequences. Information is
advertised by stations implementing the transmit function, and is received and processed by
stations implementing the receive function. The transmit and receive functions can be
enabled/disabled separately per port. By default, both transmit and receive are disabled on

all ports. The application is responsible for starting each transmit and receive state machine
appropriately, based on the configured status and operational state of the port.

The Link Layer Discovery Protocol-Media Endpoint Discovery (LLDP-MED) is an
enhancement to LLDP with the following features:

* Auto-discovery of LAN policies (such as VLAN, Layer 2 Priority, and DiffServ settings),
enabling plug and play networking.

* Device location discovery for creation of location databases.

* Extended and automated power management of Power over Ethernet endpoints.

* Inventory management, enabling network administrators to track their network devices
and determine their characteristics (manufacturer, software and hardware versions,
serial/asset number).

LLDP

From the LLDP link, you can access the following pages:

e LLDP Global Configuration on page 94

e LLDP Interface Configuration on page 95

e LLDP Statistics on page 96

e LLDP Local Device Information on page 97

* LLDP Remote Device Information on page 99
* LLDP Remote Device Inventory on page 100
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LLDP Global Configuration

Use the LLDP Global Configuration page to specify LLDP parameters that are applied to the
switch.

To display this page, click System > LLDP > Global Configuration. A screen similar to the
following displays.

LLDP Global Configuration

Global Configuration @

Transmit Interval 30 (5 to 32768 secs)
Transmit Hold Multiplier 4 (2 to 10 secs)
Re-Initialization Delay 2 (1to 10 secs)
Notification Interval 3 (5 to 2600 secs)

To configure global LLDP settings:

1. Use Transmit Interval to specify the interval in seconds to transmit LLDP frames. The
range is from 5 to 32768 secs. Default value is 30 seconds.

2. Use Transmit Hold Multiplier to specify the multiplier on Transmit Interval to assign TTL.
The range is from 2 to 10 secs. Default value is 4.

3. Use Re-Initialization Delay to specify the delay before re-initialization. The range is from 1
to 10 secs. Default value is 2 seconds.

4. Use Notification Interval to specify the interval in seconds for transmission of notifications.
The range is from 5 to 3600 secs. Default value is 5 seconds.

5. Click CANCEL to cancel the configuration on the screen. Resets the data on the screen to
the latest value of the switch.

6. Click APPLY to send the updated configuration to the switch and cause the changes to take
effect on the switch but these changes will not be retained across a power cycle unless a
save is performed.
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LLDP Interface Configuration

To display this page, click System > LLDP > Interface Configuration. A screen similar to the
following displays.

LLDP Interface Configuration

Interface Configuration

2 all Go To Port

Operational TLV(s)
Transmit
Link Syst Syst Syst Port
n Transmit Receive Motify Management mEELL WS D o
Status Name Description | Capabilities | Description
Information

|| EENS EENE | EENC | EENE | NS B B -

]_,."0,."]_ Up Enable Enable Disable Enable Enable Enable Enable Enable
1/0/2 Down Enable Enable Disable Enable Enable Enable Enable Enable
1/0/3 Down Enable Enable Dizable Enable Enable Enable Enable Enable
1/0/4 Down Enable Enable Disable Enable Enable Enable Enable Enable

Use Port to specify the list of ports on which LLDP - 802.1AB can be configured.
Link Status indicates whether the Link is up or down.

Use Transmit to specify the LLDP - 802.1AB transmit mode for the selected interface.
Use Receive to specify the LLDP - 802.1AB receive mode for the selected interface.
Use Notify to specify the LLDP - 802.1AB notification mode for the selected interface.

Use Transmit Management Information to specify whether management address is
transmitted in LLDP frames for the selected interface.

7. Optional TLV(s):
e Use System Name to include system name TLV in LLDP frames.
* Use System Description to include system description TLV in LLDP frames.
* Use System Capabilities to include system capability TLV in LLDP frames.
* Use Port Description to include port description TLV in LLDP frames.

o g s 0bd-=
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LLDP Statistics

To display this page, click System > LLDP > Statistics. A screen similar to the following
displays.

LLDP Statistics

LLDP Statistics (@
Last Update 2 Days 03:16:46
Total Inserts 2

Total Deletes 0
Total Drops 0
1

Total Ageouts

LLDP Statistics @

el el e S s R R A A
1/0/1 33 101 0 0 1 0 o 0 0 o
1/o/2 0 0 0 0 0 0 0 0 0 0
1/0/3 0 0 0 0 0 0 0 0 0 0
1/0/4 0 0 0 0 0 0 0 0 0 0
1/0/5 0 0 0 0 0 0 0 0 0 0
1/0/6 0 0 0 0 0 0 0 0 0 0

The following table describes the LLDP Statistics fields.

Field Description

Last Update Specifies the time when an entry was created, modified or deleted in the tables
associated with the remote system.

Total Inserts Specifies the number of times the complete set of information advertised by a
particular MAC Service Access Point (MSAP) has been inserted into tables
associated with the remote systems.

Total Deletes Specifies the number of times the complete set of information advertised by a
particular MAC Service Access Point (MSAP) has been deleted from tables
associated with the remote systems.

Total Drops Specifies the number of times the complete set of information advertised by a
particular MAC Service Access Point (MSAP) could not be entered into tables
associated with the remote systems because of insufficient resources.

Total Age outs Specifies the number of times the complete set of information advertised by a
particular MAC Service Access Point (MSAP) has been deleted from tables
associated with the remote systems because the information timeliness interval

has expired.
Interface Specifies the unit/slot/port for the interfaces.
Transmit Total Specifies the number of LLDP frames transmitted by the LLDP agent on the

corresponding port.
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Field Description

Receive Total Specifies the number of valid LLDP frames received by this LLDP agent on the
corresponding port, while the LLDP agent is enabled.

Discards Specifies the number of LLDP TLVs discarded for any reason by the LLDP agent
on the corresponding port.

Errors Specifies the number of invalid LLDP frames received by the LLDP agent on the
corresponding port, while the LLDP agent is enabled.

Age outs Specifies the number of age-outs that occurred on a given port. An age-out is
the number of times the complete set of information advertised by a particular
MAC Service Access Point (MSAP) has been deleted from tables associated

with the remote entries because information timeliness interval had expired.

TLV Discards Specifies the number of LLDP TLVs discarded for any reason by the LLDP agent
on the corresponding port.

TLV Unknowns Specifies the number of LLDP TLVs received on the local ports which were not
recognized by the LLDP agent on the corresponding port.

TLV MED Specifies the total number of LLDP-MED TLVs received on the local ports.

TLV 802.1 Specifies the total number of LLDP TLVs received on the local ports which are of
type 802.1.

TLV 802.3 Specifies the total number of LLDP TLVs received on the local ports which are of
type 802.3.

LLDP Local Device Information

To display this page, click System > LLDP > Local Device Information. A screen similar to the
following displays.

LLDP Local Device Information

LLDP Interface Selection @
Interface: 1/0/1 El

Local Device Information @
Chassis ID Subtype MAC Address
Chassis ID 2C:B0:50:91:Fo:FO
Port ID Subtype Local
Port ID 1/0/1

System Name

System Description M5300-28G3 ProSafe 24-port Gigabit L3 with 10 Gigabit Stacking, R.6.20.3, B1.6.8.9
Port Description

System Capabilities Supported bridge, router

System Capabilities Enabled bridge

Management Address 10.27.34.61

Management Address Type IPvd
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To view LLDP information transmitted by an interface, select the desired interface from the
Interface menu. The following table describes the LLDP Local Device Information fields.

Field

Description

Chassis ID Subtype

Specifies the string that describes the source of the chassis identifier.

Chassis ID

Specifies the string value used to identify the chassis component
associated with the local system.

Port ID Subtype

Specifies the string describes the source of the port identifier.

Port ID

Specifies the string that describes the source of the port identifier.

System Name

Specifies the system name of the local system.

System Description

Specifies the description of the selected port associated with the local
system.

Port Description

Specifies the description of the selected port associated with the local
system.

System Capabilities Supported

Specifies the system capabilities of the local system.

System Capabilities Enabled

Specifies the system capabilities of the local system which are
supported and enabled.

Management Address

Specifies the advertised management address of the local system.

Management Address Type

Specifies the type of the management address.
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LLDP Remote Device Information
This page displays information on remote devices connected to the port.

To display this page, click System > LLDP > Remote Device Information. A screen similar to
the following displays.

LLDP Remote Device Information

LLDP Interface Selection (7
Interface: 1/0/1 El

Remote Device Information (7
Remote ID 4
Chassis ID C0:3F:0E:90:29:60
Chassis ID Subtype MAC Address
Port ID 0/8
Port 1D Subtype Local

System Name

System Description G3M7248V2 - ProSafe 48G
Port Description

System Capabilities Supported bridge, router

System Capabilities Enabled bridge

Time To Live 94

Management Address Type IPv4

Management Address 10.27.34.55

To view LLDP information received by an interface, select the desired interface from the
Interface menu. The following table describes the LLDP Remote Device Information fields.

Field Description

Chassis ID Subtype Specifies the source of the chassis identifier.

Chassis ID Specifies the chassis component associated with the remote system.

Port ID Subtype Specifies the source of port identifier.

Port ID Specifies the port component associated with the remote system.

System Name Specifies the system name of the remote system.

System Description Specifies the description of the given port associated with the remote
system.

Port Description Specifies the description of the given port associated with the remote
system.

System Capabilities Supported Specifies the system capabilities of the remote system.

System Capabilities Enabled Specifies the system capabilities of the remote system which are
supported and enabled.
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Field Description
Time to Live Specifies the Time To Live value in seconds of the received remote
entry.
Management Address * Management Address - Specifies the advertised management
address of the remote system.
» Type - Specifies the type of the management address.

LLDP Remote Device Inventory

To display this page, click System > LLDP > LLDP > Remote Device Inventory. A screen
similar to the following displays.

LLDP Remote Device Inventory

LLDP Remote Device Inventory

Search By Interface

Remote Device ID | Management Address | MAC Address System Name | Remote Port ID

10.27.34.55 CO0:3F:0E:90:29:60
2/0f1 3 10.27.34.55 CO0:3F:0E:90:29:60 0/45

The following table describes the LLDP Remote Device Inventory fields.

Field Description

Port Specifies the list of all the ports on which LLDP frame is enabled.
Management Address Specifies the advertised management address of the remote system.
MAC Address Specifies the MAC Address associated with the remote system.
System Name Specifies model name of the remote device.

Remote Port ID Specifies the port component associated with the remote system.
LLDP-MED

From the LLDP-MED link, you can access the following pages:

* LLDP-MED Global Configuration on page 101

e LLDP-MED Interface Configuration on page 102

e LLDP-MED Local Device Information on page 103

e LLDP-MED Remote Device Information on page 105
e LLDP-MED Remote Device Inventory on page 108
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LLDP-MED Global Configuration

Use the LLDP-MED Global Configuration page to specify LLDP-MED parameters that are
applied to the switch.

To display this page, click System > LLDP > LLDP-MED > Global Configuration. A screen
similar to the following displays.

LLDP-MED Global Configuration

Global Configuration

Fast Start Repeat Count 3 {1to 10)

Device Class Metwork Connectivity

To configure global LLDP-MED settings:

1. Use Fast Start Repeat Count to specify the number of LLDP PDUs that will be
transmitted when the protocol is enabled. The range is from (1 to 10). Default value of
fast repeat count is 3.

2. Click APPLY to update the switch with the modified setting.
3. Click CANCEL to abandon the changes.

The following table describes the LLDP-MED Global Configuration fields.

Field Description

Device Class Specifies local device's MED Classification. There are four different kinds of devices,
three of them represent the actual end points (classified as Class | Generic [IP
Communication Controller etc.], Class Il Media [Conference Bridge etc.], Class lll
Communication [IP Telephone etc.]). The fourth device is Network Connectivity
Device, which is typically a LAN Switch/Router, IEEE 802.1 Bridge, IEEE 802.11
Wireless Access Point etc.
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LLDP-MED Interface Configuration

To display this page, click System > LLDP > LLDP-MED > Interface Configuration. A screen
similar to the following displays.

LLDP-MED Interface Configuration

Transmit Type Length Values
Interface Link Med Operational | Notification | MED Network Location Inventory
Status Status Status Status Capabilities | Policy Identification | Information

Interface Configuration

2 All Go To Port

CTIC -IF THr -]

LJ’DIL Up Enable Dlsable Enable Enable Enable Enable Enable
1/0/2 Down  Enable Dizable Enable Enable Enable Enable Enable
1/0/3 Down | Enable Dizable Enable Enable Enable Enable Enable
1/0/4 Down  Enable Dizable Enable Enable Enable Enable Enable
1/0/5 Drawn Enable Dizable Enable Enable Enable Enable Enable
1/0/6 Down Enable Dizable Enable Enable Enable Enable Enable
1/0/7 Down Enable Disable Enable Enable Enable Enable Enable
1/0/8 Down  Enable Dizable Enable Enable Enable Enable Enable

To configure LLDP-MED interface settings:

1.

To configure LLDP-MED settings on one or more interfaces, select the check box
associated with each interface to configure, or select the check box in the heading row
to apply the same settings to all interfaces.

Use MED Status to specify whether LLDP-MED mode is enabled or disabled on this
interface.

Use Notification Status to specify the LLDP-MED topology notification mode of the
interface.

Use Transmit Type Length Values to specify which optional type length values (TLVSs) in
the LLDP-MED will be transmitted in the LLDP PDUs frames for the selected interface:

* MED Capabilities - To transmit the capabilities TLV in LLDP frames.

* Network Policy - To transmit the network policy TLV in LLDP frames.

* Location Identification - To transmit the location TLV in LLDP frames.

* Extended Power via MDI - PSE - To transmit the extended PSE TLV in LLDP frames.
* Extended Power via MDI - PD - To transmit the extended PD TLV in LLDP frames.

* Inventory Information - To transmit the inventory TLV in LLDP frames.

The following table describes the LLDP-MED Interface Configuration fields.

Field Description
Link Status Specifies the link status of the ports whether it is Up/Down.
Operational Status Specifies the LLDP-MED TLVs are transmitted or not on this interface.
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LLDP-MED Local Device Information

To display this page, click System > LLDP > LLDP-MED > Local Device Information. A
screen similar to the following displays.

LLDP-MED Local Device Information

LLDP-MED Interface Selection @
Interface: 3/0/1 El

Network Policies Information

Media Unknuvm Tagged
Application VLAN ID Priority
Type Status Status

Inventory Information @

Hardware Revision
Firmware Revision
Software Revision
Serial Number
Manufacturer Name
Model Name

Asset Id

Location Information @

Sub Type Location Information

Coordinate Based
Civic Address
ELIN

Extended PoE

D
Type

Primary 3000.00 Watts
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To view LLDP-MED information transmitted by an interface, select the desired interface from
the Interface menu. The following table describes the LLDP-MED Local Device Information
fields.

Field Description

Network Policy Information: Specifies if network policy TLV is present in the LLDP frames.

Media Application Type Specifies the application type. Types of application types are
unknown, voicesignaling, guestvoice, guestvoicesignalling,
softphonevoice, videoconferencing, streammingvideo,
vidoesignalling.

Each application type that is received has the VLAN id, priority,
DSCP, tagged bit status and unknown bit status. A port may receive
one or many such application types.

If a network policy TLV has been transmitted only then would this
information be displayed

Inventory: Specifies if inventory TLV is present in LLDP frames.

Hardware Revision Specifies hardware version.
Firmware Revision Specifies Firmware version.
Software Revision Specifies Software version.
Serial Number Specifies serial number.
Manufacturer Name Specifies manufacturers name.
Model Name Specifies model name.

Asset ID Specifies asset id.

Location Information: Specifies if location TLV is present in LLDP frames.

Sub Type Specifies type of location information.
Location Information Specifies the location information as a string for given type of
location id.

Extended PoE (M5300-28G-POE+ and M5300-52G-POE+ only): Specifies if local device is a PoE
device.

Device Type Specifies local device's PoE device type.
Power Source Specifies the power source.

Power Priority Specifies the power priority.

Power Value Specifies the power value in Watts.
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LLDP-MED Remote Device Information

To display this page, click System > LLDP > LLDP-MED > Remote Device Information. A
screen similar to the following displays.

LLDP-MED Remote Device Information

LLDP-MED Interface Selection (@
Interface: i/0/1 El
Remote ID 4

Capability Information (@

Supported Capabilities
Enabled Capabilities

Device Class

Network Policies Information (@

Media Unknown Tagged

Application VLAN ID Priority DSCP Bit Bit
Type Status Status

Inventory Information @

Hardware Revision
Firmware Revision
Software Revision
Serial Number
Manufacturer Name

Model Name

Asset Id

Location Information (@
Sub Type Location Information

Extended PoE (el
Device Type

Extended PoE PSE

D
Type

Extended PoE PD

D
Type

To view LLDP-MED information received by an interface, select the desired interface from the
Interface menu.
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The following table describes the LLDP-MED Remote Device Information fields.

Field

Description

Remote ID

Specifies the remote client identifier assigned
to the remote system.

TLV on this port.

Capability Information: Specifies the supported and enabled capabilities that was received in MED

Supported Capabilities

Specifies supported capabilities that was
received in MED TLV on this port.

Enabled Capabilities

Specifies enabled capabilities that was
received in MED TLV on this port.

Device Class

Specifies device class as advertised by the
device remotely connected to the port.

port.

Network Policy Information: Specifies if network policy TLV is received in the LLDP frames on this

Media Application Type

Specifies the application type. Types of
application types are unknown, voicesignaling,
guestvoice, guestvoicesignalling,
softphonevoice, videoconferencing,
streammingvideo, vidoesignalling. Each
application type that is received has the VLAN
id, priority, DSCP, tagged bit status and
unknown bit status. A port may receive one or
many such application types. If a network
policy TLV has been receive on this port only
then would this information be displayed.

VLAN Id Specifies the VLAN id associated with a
particular policy type.

Priority Specifies the priority associated with a
particular policy type.

DSCP Specifies the DSCP associated with a particular

policy type.

Unknown Bit Status

Specifies the unknown bit associated with a
particular policy type.

Tagged Bit Status

Specifies the tagged bit associated with a
particular policy type.
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Field

Description

Inventory Information: Specifies if inventory TLV is received in LLDP frames on this port.

Hardware Revision

Specifies hardware version of the remote
device.

Firmware Revision

Specifies Firmware version of the remote
device.

Software Revision

Specifies Software version of the remote
device.

Serial Number

Specifies serial number of the remote device.

Manufacturer Name

Specifies manufacturers name of the remote
device.

Model Name

Specifies model name of the remote device.

Asset ID

Specifies asset id of the remote device.

Location Information: Specifies if location TLV is received in LLDP frames on this port.

Sub Type

Specifies type of location information.

Location Information

Specifies the location information as a string for
given type of location id.

Extended POE: Specifies if remote device is a PoE device.

Device Type

Specifies remote device's PoE device type
connected to this port.

Extended POE PSE: Specifies if extended PSE TLV is received in LLDP frame on this port.

Available Specifies the remote ports PSE power value in
tenths of watts.

Source Specifies the remote ports PSE power source.

Priority Specifies the remote ports PSE power priority.

Extended POE PD: Specifies if extended PD TLV is received in LLDP frame on this port.

Required Specifies the remote port's PD power
requirement.

Source Specifies the remote port's PD power source.

Priority Specifies the remote port's PD power priority.
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LLDP-MED Remote Device Inventory

To display this page, click System > LLDP > LLDP-MED > Remote Device Inventory. A screen
similar to the following displays.

LLDP-MED Remote Device Inventory

LLDP-MED Remote Device Inventory

Management Software
“ MAC Address SYStem Hodel SEEIE
1/0/1

10.27.34.55 CO0:3F:0E:90:29:60

2/0/1 10.27.34.55 CO0:3F:0E:90:29:60

The following table describes the LLDP-MED Remote Device Inventory fields.

Field Definition

Port Specifies the list of all the ports on which LLDP-MED is enabled.
Management Address Specifies the advertised management address of the remote system.
MAC Address Specifies the MAC Address associated with the remote system.
System Model Specifies model name of the remote device.

Software Revision Specifies Software version of the remote device.
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ISDP

The Industry Standard Discovery Protocol (ISDP) is a proprietary Layer 2 network protocol
which inter-operates with Cisco® devices running the Cisco Discovery Protocol (CDP). ISDP
is used to share information between neighboring devices. ISDP software participates in the
CDP protocol and is able to both discover and be discovered by other CDP supporting
devices.

From the ISDP link, you can access the following pages:

* |SDP Global Configuration on page 109
e Advanced ISDP Configuration on page 110

ISDP Global Configuration

Use this page to configure global ISDP settings for the switch.

To display this page, click System > ISDP > Basic > Global Configuration. A screen similar to
the following displays.

Global Configuration
Global Configuration
Admin Mode Disable @ Enable
Timer 30 (5 to 254 secs)
Hold Time 180 (10 to 255 secs)
Version 2 Advertisements Dizable @ Enable
Neighbors table last time changed 2 Days 05:10:48
Device ID na2xnl22slfooi4
Device ID Format Capability Serial Number, Host Name
Device ID Format Serial Number

To configure global ISDP settings:

1. Use Admin Mode to specify whether the ISDP Service is to be Enabled or Disabled.
The default value is Enabled.

2. Use Timer to specify the period of time between sending new ISDP packets. The range is 5
to 254 seconds. Default value is 30 seconds.

3. Use Hold Time to specify the hold time for ISDP packets that the switch transmits. The hold
time specifies how long a receiving device should store information sent in the ISDP packet
before discarding it. The range 10 to 255 seconds. Default value is 180 seconds.

4. Use Version 2 Advertisements to enable or disable the sending of ISDP version 2 packets
from the device. The default value is Enabled.
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The following table describes the ISDP Basic Global Configuration fields.

Field

Description

Neighbors table last time changed

The amount of time that has passed since the ISDP
neighbor table was updated.

Device ID

The Device ID advertised by this device. The format
of this Device ID is characterized by the value of
Device ID Format object.

Device ID format capability

Indicates the Device ID format capability of the

device.

+ serialNumber—Indicates that the device uses
serial number as the format for its Device ID.

* macAddress—Indicates that the device uses
layer 2 MAC address as the format for its Device
ID.

» other—Indicates that the device uses its platform
specific format as the format for its Device ID.

Device ID format

Indicates the Device ID format of the device.

* serialNumber—Indicates that the value is in the
form of an ASCII string containing the device
serial number.

* macAddress—Indicates that the value is in the
form of Layer 2 MAC address.

» other—Indicates that the value is in the form of a
platform specific ASCII string containing info that
identifies the device. For example: ASCII string
contains serialNumber appended/prepended
with system name.

Advanced ISDP Configuration

From the Advanced link, you can access the following pages:

ISDP Global Configuration on page 109
ISDP Interface Configuration on page 111
ISDP Neighbor on page 111

ISDP Statistics on page 113
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ISDP Interface Configuration

To display this page, click System > ISDP > Advanced > Interface Configuration. A screen
similar to the following displays.

ISDP Interface Configuration

Interface Configuration @

2 Al Go To Port

-

1/0/1 | Enable
1/0/2  Enable
1/0/3 | Enable
1/0/4  Enable
1/0/5 | Enable
1/0/6  Enable
1/0/7  Enable
1/0f/8 Enable
1/0/9  Enable

@3 T =) G & O3 @

To configure per-interface ISDP settings:

1. To configure ISDP settings on one or more interfaces, select the check box associated
with each interface to configure, or select the check box in the heading row to apply the
same settings to all interfaces.

2. Use Admin Mode to enable or disable ISDP on the port. The default value is enable.
3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.

ISDP Neighbor

Use the ISDP Neighbor page to view information about other devices the switch has discovered
through the ISDP.

To display this page, click System > ISDP > Advanced > Neighbor. A screen similar to the
following displays.

ISDP Neighbor

ISDP Neighbor )
Search By Device Id El GO
Entry
Device Port | Hold | Advertisement | Last Software
Interf Add C bil Platf
1D nterface ress SESDIHY atiorm D Time | Version Changed Version
Time
2AD20555000A4 | 1/0/1 10.27.34.55 Router GEM7248V2  0/8 15 2 Days 05:11:45 8.0.1.4
2AD20555000AA 2/0/1 10.27.34.55 Router GSM7248V2 0/45 15 2 Days 05:11:49 8.0.1.4
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The following table describes the ISDP Neighbor fields.

Field Description

Device ID The device ID of the ISDP neighbor.

Interface The interface on which the neighbor is discovered.

Address Displays the address of the neighbor.

Capability Displays the capability of the neighbor. These are supported:
* Router

+ Trans Bridge
* Source Route

+ Switch
* Host
+ IGMP
* Repeater
Platform Display the model type of the neighbor. (0 to 32)
Port ID Display the port ID on the neighbor.
Hold Time Displays the hold time for ISDP packets that the neighbor transmits.
Advertisement Version Displays the ISDP version sending from the neighbor.
Entry Last Changed Time Displays the time since last entry is changed.
Software Version Displays the software version on the neighbor.
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ISDP Statistics

Use the ISDP Statistics page to view information about the ISDP packets sent and received
by the switch.

To display this page, click System > ISDP > Advanced > Statistics. A screen similar to the
following displays.

ISDP Statistics

ISDP Statistics (5]
ISDP Packets Received 450
ISDP Packets Transmitted 466
ISDPv1 Packets Received 0
I5DPvl Packets Transmitted 0
ISDPv2 Packets Received 450
ISDPv2 Packets Transmitted 466

ISDP Bad Header

ISDP Checksum Error
ISDP Transmission Failure
ISDP Invalid Format

ISDP Table Full

o o o o O O

ISDP IP Address Table Full

The following table describes the ISDP Statistics fields.

Field Description

ISDP Packets Received

Displays the ISDP packets received including ISDPv1 and ISDPv2
packets.

ISDP Packets Transmitted

Displays the ISDP packets transmitted including ISDPv1 and
ISDPV2 packets.

ISDPv1 Packets Received

Displays the ISDPv1 packets received.

ISDPv1 Packets Transmitted

Displays the ISDPv1 packets transmitted.

ISDPv2 Packets Received

Displays the ISDPv2 packets received.

ISDPv2 Packets Transmitted

Displays the ISDPv2 packets transmitted.

ISDP Bad Header

Displays the ISDP bad packets received.

ISDP Checksum Error

Displays the number of the checksum error.

ISDP Transmission Failure

Displays the number of the transmission failure.

ISDP Invalid Format

Displays the number of the invalid format ISDP packets received.

ISDP Table Full

Displays the table size of the ISDP table.

ISDP Ip Address Table Full

Displays the table size of the ISDP IP address table.
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Timer Schedule

The Timer Schedule feature allows you to configure time ranges to use in time-based access
control list (ACL) rules. For switches that support PoE+, timers can also control when power
can and cannot be delivered to the port.

Time-based ACLs allow one or more rules within an ACL to be based on a periodic or
absolute time. Each ACL rule within an ACL except for the implicit deny all rule can be
configured to be active and operational only during a specific time period. The time range
pages allow you to define specific times of the day and week in order to implement
time-based ACLs. The time range is identified by a name and can then be referenced by an
ACL rule defined with in an ACL.

From Timer Schedule link under the System tab, you can configure the Timer Schedule
settings.

From the Timer Schedule link, you can access the following pages:

e Timer Global Configuration on page 114
e Timer Schedule Configuration on page 115

Timer Global Configuration

Use the Timer Global Configuration page to add or remove a timer. After you create a timer,
use the Timer Schedule Configuration page to add an absolute time and/or one or more
periodic time schedules.

To display the Timer Global Configuration page, click System > Services > Timer Schedule>
Basic > Global Configuration. A screen similar to the following displays.

Timer Schedule Global Configuration

Timer Schedule

Admin Mode ‘@ Disable Enable

Timer Schedule Name (T
Timer
Timer Schedule Name Shedule
Status

Timerl Inactive 1

To configure a timer:

1. Use Admin Mode to Enable or Disable the Timer Control service. The default value is
Disable

2. Use the Timer Schedule Name to specify the name of a timer schedule.
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3. Click ADD to add the new timer schedule with a specified name. The configuration changes
take effect immediately.

4. To remove a configured timer, select the entry to remove and click DELETE. The
configuration changes take effect immediately.

5. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest values.

6. To change the administrative mode, select the desired option and click APPLY. The
configuration changes take effect immediately.

The following table describes the Timer Schedule non-configurable fields.

Field Description

Timer Schedule Status Indicates whether the timer is currently active or inactive. A timer is inactive
if the current day and time does not fall within the time entry specified in the
time range.

ID Identification of the timer Schedule. Maximum number of schedules that can
be created is 100.

Timer Schedule Configuration

Use the Timer Schedule Configuration page to add time ranges to a configured timer.

Note: The time range entries use the system time for the time periods in
which they take effect. Make sure you configure the SNTP server
settings so that the SNTP client on the switch can obtain the correct
date and time from the server.

To display the Timer Schedule Configuration page, click System > Services > Timer
Schedule > Advanced > Schedule Configuration. The fields available on the screen
change depending on the type of timer schedule selected from the Timer Schedule Type
menu. A screen similar to one of the two following screens displays.
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Timer Schedule Configuration
Timer Schedule Selection @
Timer Schedule Name Timerl El
Timer Schedule Type Periodic El
Timer Schedule Entry 1 El
Timer Schedule Configuration @
Time Start 18:30 (hh:mm})
Time End 23:50 mm) . .
(hhormom Periodic
Date Start 6-Jul-2012 ]| Timer
Date End @ MNo End Date End Date 3
Recurrence Pattern Weekly El
weekly Mode Every Week(s)
WeekDay | Sun Mon Tue Wed Thu |V|Fri |/|Sat
Timer Schedule Configuration
Timer Schedule Selection @
Timer Schedule Name Timerl El
Timer Schadule Type Absolute El
Timer Schedule Entry 2 El Absolute
Timer
Timer Schedule Configuration @
Tima Start 00:00 (hhomem
Time End 06:00 (hh:mm
Date Start 27-Jul-2012 E
Date End 30-Jul-2012 |

To configure a timer schedule:

1. Select the name of the schedule created on the Timer Global Configuration page.
2. Specify the type of timer to configure:

* Absolute. The timer occurs once.

e Periodic. The timer occurs periodically at regular intervals.

The fields available for the timer schedule configuration depend on the selected timer type.

3. In the Timer Schedule Entry menu, select new to configure a new schedule, or select an
existing entry to change its settings.

4. Specify the start and end times for the timer in the appropriate fields. The time range is from
00:00 to 23:59.

5. Specify the start and end dates for the timer by clicking the calendar icon and selecting the
date. If the timer schedule is periodic, you can specify that there is no end date.
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6. Use the Recurrence Pattern to show with what period the event will repeat. These fields
are available only if the scheduler type is periodic. If recurrence is not needed (a timer
schedule should be triggered just once), then set 'Date Stop' as equal to 'Date Start'. There
are the following possible values of recurrence:

* Daily - The timer schedule works with daily recurrence

* Daily Mode - Every WeekDay selection means that the schedule will be triggered
every day from Monday to Friday. Every Day(s) selection means that the schedule
will be triggered every defined number of days. If number of days is not specified,
then the schedule will be triggered every day.

* Weekly - The timer schedule works with weekly recurrence

* Every Week(s) - Define the number of weeks when the schedule will be triggered.
If number of weeks is not specified, then the schedule will be triggered every
weeKk.

* WeekDay - Specify the days of week when the schedule should operates.
* Monthly - The timer schedule works with monthly recurrence

* Monthly Mode - Show the day of the month when the schedule will be triggered.
Field Every Month(s) means that the schedule will be triggered every defined
number of months.

7. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest values.

8. Click APPLY to send the updated configuration to the switch. The configuration changes
take effect immediately.
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Configuring Switching Information

Use the features in the Switching tab to define Layer 2 features. The Switching tab contains links
to the following features:
* VLANs on page 119
* Auto-VolP Configuration on page 134
e jSCSIon page 139
e Spanning Tree Protocol on page 143
*  Multicast on page 156
*  MVR Configuration on page 173
* Address Table on page 177
* Ports on page 181
e Link Aggregation Groups on page 184

VLANSs

Adding Virtual LAN (VLAN) support to a Layer 2 switch offers some of the benefits of both
bridging and routing. Like a bridge, a VLAN switch forwards traffic based on the Layer 2
header, which is fast, and like a router, it partitions the network into logical segments, which
provides better administration, security and management of multicast traffic.

By default, all ports on the switch are in the same broadcast domain. VLANs electronically
separate ports on the same switch into separate broadcast domains so that broadcast
packets are not sent to all the ports on a single switch. When you use a VLAN, users can be
grouped by logical function instead of physical location.

Each VLAN in a network has an associated VLAN ID, which appears in the IEEE 802.1Q tag
in the Layer 2 header of packets transmitted on a VLAN. An end station may omit the tag, or
the VLAN portion of the tag, in which case the first switch port to receive the packet may
either reject it or insert a tag using its default VLAN ID. A given port may handle traffic for
more than one VLAN, but it can only support one default VLAN ID.

From the VLAN link, you can access the following pages:

* Basic on page 120
* Advanced on page 122
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Basic

From the Basic link, you can access the following pages:

e VLAN Configuration on page 120

VLAN Configuration

Use the VLAN Configuration page to define VLAN groups stored in the VLAN membership
table. Each switch in the ProSafe family supports up to 1024 VLANs. Two VLANSs are created
by default:

* VLAN 1 is the default VLAN of which all ports are members.

* VLAN 2 is the default VLAN for the Auto VolP feature.

To display the VLAN Configuration page, click Switching > VLAN > Basic > VLAN
Configuration.

VLAN Configuration
Reset @

Resat Configuration

Internal VLAN Configuration @

Internal VLAN Allocation Base 4093

Internal VLAN Allocation Policy Ascending @ Descending

VLAN Configuration

-
o — e
default Default Disable

2 Dynamic (AUTO VolP) Disable

Reset to Factory Default Settings

To reset the VLAN configuration to the default values:

1. Select the Reset Configuration check box.
2. Confirm the action.
3. Click the APPLY button.

All VLAN configuration parameters will be reset to their factory default values. Also, all
VLANSs, except for the default VLAN, will be deleted. The factory default values are:

e All ports are assigned to the default VLAN of 1.
* All ports are configured with a PVID of 1.
* All ports are configured to an Acceptable Frame Types value of Admit All Frames.
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* All ports are configured with Ingress Filtering disabled.
e All ports are configured to transmit only untagged frames.
* GVRP is disabled on all ports and all dynamic entries are cleared.

Internal VLAN Configuration

This section displays the allocation base and the allocation mode of internal VLAN. The
internal VLAN is reserved by port-based routing interface and invisible to the end user. Once
these internal VLANSs are allocated by port-based routing interface, they are cannot be
assigned to a routing VLAN interface.

1. Use Internal VLAN Allocation Base to specify the VLAN Allocation Base for the routing
interface. The default base of the internal VLAN is 1 to 4093.

2. Use the optional Internal VLAN Allocation Policy field to specify a policy for the internal
VLAN allocation. There are two policies supported: ascending and descending.

VLAN Configuration

To add or remove a VLAN:

1. Use VLAN ID to specify the VLAN Identifier for the new VLAN. The range of the VLAN
ID is 1 to 4093.

2. Use the optional VLAN Name field to specify a name for the VLAN. It can be up to 32
alphanumeric characters long, including blanks. The default is blank. VLAN ID 1 always has
a name of 'Default'.

3. Click ADD to add a new VLAN to the switch.
4, Click DELETE to delete a selected VLAN from the switch.

Field Description

VLAN Type This field identifies the type of the VLAN you are configuring. You cannot change
the type of the default VLAN (VLAN ID = 1): it is always type 'Default'. When you
create a VLAN, using this screen, its type will always be 'Static'. A VLAN that is
created by GVRP registration initially has a type of 'Dynamic'. When configuring a
Dynamic VLAN, you can change its type to 'Static'.
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Advanced

From the Advanced link, you can access the following pages:

e VLAN Configuration on page 120

* VLAN Membership on page 122

* VLAN Status on page 124

* Port PVID Configuration on page 125

e MAC Based VLAN on page 126

e Protocol Based VLAN Group Configuration on page 127
*  Protocol Based VLAN Group Membership on page 128
e [P Subnet Based VLAN on page 129

* Port DVLAN Configuration on page 130

* Voice VLAN Configuration on page 131

*  GARP Switch Configuration on page 132

*  GARP Port Configuration on page 133

VLAN Membership

Use this page to add ports and LAGs as members of existing VLANs. To display the VLAN
Membership page, click Switching > VLAN > Advanced > VLAN Membership. In the following
screen, the Port area for stack Unit 1 has been expanded to show ports and their
membership status for VLAN 1.

VLAN Membership

VLAN Membership

WVLAN ID Group Operation Untag All El

m default | UNTAGGED PORT MEMBERS _

- |unit1

Port 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
iyl ujuujujyLjuybyVyVyyLyyLjufyj v
25 26 27 28
Ululuu

+ | unit2

v LAae
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To configure VLAN membership:

1. Use VLAN ID to select the VLAN ID for which you want to display or configure data.

2. Use Group Operation to select all the ports and configure them:

Untag All - Select all the ports on which all frames transmitted for this VLAN will be
untagged. All the ports will be included in the VLAN.

Tag All - Select the ports on which all frames transmitted for this VLAN will be tagged.
All the ports will be included in the VLAN.

Remove All - All the ports that may be dynamically registered in this VLAN via GVRP.
This selection has the effect of excluding all ports from the selected VLAN.

3. Click the orange bar to show the ports available on each stack member or to show the
available LAGs.

4. Click box directly under the port ID or LAG ID to add the port/LAG to the selected VLAN.
The interface can be added as a member in one of the following modes:

T (Tagged) - All frames transmitted for this VLAN will be tagged. The ports that are
selected will be included in the VLAN.

U (Untagged) - All frames transmitted for this VLAN will be untagged. The ports that
are selected will be included in the VLAN.

Blank (Autodetect) - The port/LAG can be dynamically registered in this VLAN via
GVRP. This selection has the effect of excluding a port from the selected VLAN.

Field Definition

VLAN Name This field identifies the name for the VLAN you selected. It can be up to 32
alphanumeric characters long, including blanks. VLAN ID 1 always has a name
of 'Default'.

VLAN Type This field identifies the type of the VLAN you selected. The VLAN type:

Default (VLAN ID = 1) -- always present
Static -- a VLAN you have configured

Dynamic -- a VLAN created by GVRP registration that you have not converted
to static, and that GVRP may therefore remove.
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Use this page to display the status of all currently configured VLANS.
To display the VLAN Status page, click Switching > VLAN > Advanced > VLAN Status.

VLAN Status

VLAN Status

LAN | VLA Routing

default Default 1/0/1 - 1/0/24, 2/0/1 - 2/0/24, lag 1 - lag 64
2 Dynamic (AUTO VolP) 1/0/1 - 1/0/24, 2/0/1 - 2/0/24, lag 1 - lag 64
Field Definition
VLAN ID The VLAN Identifier (VID) of the VLAN. The range of the VLAN ID is 1 to
4093.
VLAN Name The name of the VLAN. VLAN ID 1 is always named "Default’.
VLAN Type The VLAN type:

* Default (VLAN ID = 1) -- always present
» Static -- a VLAN you have configured

* Dynamic -- a VLAN created by GVRP registration that you have not
converted to static, and that GVRP may therefore remove

Routing Interface

The interface associated with the VLAN, in the case that VLAN routing is
configured for this VLAN.

Member Ports

The ports that are included in the VLAN.

Configuring Switching Information
124




ProSafe M5300 Switch

Port PVID Configuration

The Port PVID Configuration screen lets you assign a port VLAN ID (PVID) to an interface.
There are certain requirements for a PVID:

e All ports must have a defined PVID.
* If no other value is specified, the default VLAN PVID is used.

e If you want to change the port’s default PVID, you must first create a VLAN that includes
the port as a member.

e Use the Port VLAN ID (PVID) Configuration page to configure a virtual LAN on a port.

To access the Port PVID Configuration page, click Switching > VLAN > Advanced > Port
PVID Configuration.

Port PVID Configuration

PVID Configuration

2 LAGS Al Go To Interface GO
Interface EailallEs | (T ::;:renl:::ahle f:::::::e‘j :::;:::: Port Priority
Ao Aoy Types Filtering Filtering
DI I 1T
1/0/1 1 1 Admit All Disable Disable 0
1/0/2 1 1 Admit All Cisable Clisable W]
1/0/3 1 1 Admit All Disable Disable 0
1/0/4 1 1 Admit all Disable Disable 0
1/0/5 1 1 Admit all Cisable Cisable W]
1/0/6 1 1 Admit All Disable Disable 0
1/0/7 1 1 Admit all Disable Disable 0
1/0/8 1 1 Admit All Disable Disable 0
1/0/9 1 1 Admit All Disable Disable 0

To configure PVID information:

1. Click ALL to display information for all Physical ports and LAGs.

2. Select the check box next to the interfaces to configure. You can select multiple interfaces to
apply the same setting to the selected interfaces. Select the check box in the heading row to
apply the same settings to all interfaces.

3. Use Interface to select the interface you want to configure.

4. Use Configured PVID to specify the VLAN ID you want assigned to untagged or priority
tagged frames received on this port. The factory default is 1. The Current PVID field shows
the PVID currently in use on the interface.

5. Use Acceptable Frame Types to specify the types of frames that may be received on this
port. The options are "VLAN only' and 'Admit All":

* When set to VLAN only, untagged frames or priority tagged frames received on this
port are discarded.

*  When set to Admit All, untagged frames or priority tagged frames received on this
port are accepted and assigned the value of the Port VLAN ID for this port. With either
option, VLAN tagged frames are forwarded in accordance to the 802.1Q VLAN
specification.
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6. Ingress Filtering:

*  When enabled, the frame is discarded if this port is not a member of the VLAN with
which this frame is associated. In a tagged frame, the VLAN is identified by the VLAN
ID in the tag. In an untagged frame, the VLAN is the Port VLAN ID specified for the
port that received this frame.

* When disabled, all frames are forwarded in accordance with the 802.1Q VLAN bridge
specification. The factory default is disabled.

The Current Ingress Filtering field shows the current administrative mode of ingress
filtering on the interface.

7. Use Port Priority to specify the default 802.1p priority assigned to untagged packets arriving
at the port. The possible value is from 0 to 7.

MAC Based VLAN

The MAC Based VLAN feature allows incoming untagged packets to be assigned to a VLAN
and thus classify traffic based on the source MAC address of the packet.

A MAC to VLAN mapping is defined by configuring an entry in the MAC to VLAN table. An
entry is specified via a source MAC address and the desired VLAN ID. The MAC to VLAN
configurations are shared across all ports of the device (i.e. there is a system wide table that
has MAC address to VLAN ID mappings).

When untagged or priority tagged packets arrive at the switch and entries exist in the MAC to
VLAN table, the source MAC address of the packet is looked up. If an entry is found the
corresponding VLAN ID is assigned to the packet. If the packet is already priority tagged it will
maintain this value, otherwise the priority will be set to zero. The assigned VLAN ID is verified
against the VLAN table, if the VLAN is valid ingress processing on the packet continues,
otherwise the packet is dropped. This implies that the user is allowed to configure a MAC
address mapping to a VLAN that has not been created on the system.

To display the MAC Based VLAN page, click Switching > VLAN > Advanced > MAC Based
VLAN.

Mac Based VLAN Group Configuration

MAC Based VLAN Configuration

- MAC Address VLAN ID
= -

D4:B2:90:3C:90:43

To configure a MAC-based VLAN group:

1. Use the MAC Address field to specify a valid MAC Address which is to be bound to a
VLAN ID.0

2. Use VLAN ID to specify a VLAN ID in the range of 1 to 4093.
3. Click ADD to add an entry of MAC Address to VLAN mapping.
4. Click DELETE to delete and entry of MAC Address to VLAN mapping.
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Protocol Based VLAN Group Configuration

You can use a protocol based VLAN to define filtering criteria for untagged packets. By
default, if you do not configure any port- (IEEE 802.1Q) or protocol based VLANSs, untagged
packets will be assigned to VLAN 1. You can override this behavior by defining either
port-based VLANSs or protocol based VLANSs, or both. Tagged packets are always handled
according to the IEEE 802.1Q standard, and are not included in protocol based VLANSs.

If you assign a port to a protocol based VLAN for a specific protocol, untagged frames
received on that port for that protocol will be assigned the protocol based VLAN ID. Untagged
frames received on the port for other protocols will be assigned the Port VLAN ID - either the
default PVID (1) or a PVID you have specifically assigned to the port using the Port VLAN
Configuration screen.

You define a protocol based VLAN by creating a group. Each group has a one-to-one
relationship with a VLAN ID, can include one to three protocol definitions, and can include
multiple ports. When you create a group you will choose a name and a Group ID will be
assigned automatically.

To display the Protocol Based VLAN Group Configuration page, click Switching > VLAN >
Advanced > Protocol Based VLAN Group Configuration.

Protocol Based VLAN Group Configuration

Protocol Based VLAN Group Configuration

N e e e [ ooy (e
1 IPX

1/0/7 - 1/0/9

To configure a protocol-based VLAN group:

1. Use Group ID to specify a unique ID for the group.
2. Use Group Name to assign a name to a new group. You may enter up to 16 characters.

3. Use Protocol(s) to specify the protocols you want to be associated with the group. The
protocol options are as follows:
* IP - IPis a network layer protocol that provides a connectionless service for the
delivery of data.

* ARP - Address Resolution Protocol (ARP) is a low-level protocol that dynamically
maps network layer addresses to physical medium access control (MAC) addresses

* IPX - The Internetwork Packet Exchange (IPX) is a connectionless datagram
Network-layer protocol that forwards data over a network.

* User-specified hexadecimal or decimal value in the range of 0x0600 (1536) to
OxFFFF (65535).
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4. Use VLAN ID to select the VLAN ID. It can be any number in the range of 1 to 4093. All the
ports in the group will assign this VLAN ID to untagged packets received for the protocols
you included in this group.

5. Click ADD to add a new Protocol Based VLAN group to the switch.

6. Click DELETE to remove the Protocol Based VLAN group identified by the value in the
Group ID field.

Field Description
Ports Identifies all the member ports which belong to the group.

Protocol Based VLAN Group Membership

To display the Protocol Based VLAN Group Membership page, click Switching > VLAN >
Advanced > Protocol Based VLAN Group Membership. In the following screen, the port
area for Unit 1 has been expanded to show that ports 7-9 are members of the selected

group.

Protocol Based VLAN Group Membership

Protocol Based VLAN Group Membership (2
Group ID
+ | unit1

8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Port 1 2 3 4 5 6 7
AR AN

25 26 27 28

» Unit 2

To configure member ports for a protocol-based VLAN group:

1.

Use Group ID to select the protocol-based VLAN Group ID for which you want to
display or configure data.

Use Port List to add the ports you selected to this Protocol Based VLAN Group. Note that a
given interface can only belong to one group for a given protocol. For example, if you have
already added a port to a group for IP, you cannot add it to another group that also includes
IP, although you could add it to a new group for IPX.

3. Click APPLY to update the switch with the changes.

Field Description

Group Name This field identifies the name for the protocol-based VLAN you selected. It can be

up to 32 alphanumeric characters long, including blanks.

Current Members This button can be click to show the current numbers in the selected protocol

based VLAN Group.
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IP Subnet Based VLAN

IP Subnet to VLAN mapping is defined by configuring an entry in the IP Subnet to VLAN
table. An entry is specified via a source IP address, network mask, and the desired VLAN ID.
The IP Subnet to VLAN configurations are shared across all ports of the device.

To display the MAC Based VLAN page, click Switching > VLAN > Advanced > IP Subnet
Based VLAN.

IP Subnet Based VLAN Configuration

IP Subnet Based VLAN Configuration

e e e

192.168.10.0 255.255.255.0

To configure a VLAN based on an IP subnet:

1. Use IP Address to specify a valid IP Address bound to VLAN ID. Enter the IP Address
in dotted decimal notation.

2. Use Subnet Mask to specify a valid Subnet Mask of the IP Address. Enter the Subnet mask
in dotted decimal notation.

3. Use VLAN ID to specify a VLAN ID in the range of (1 to 4093).
4. Click ADD to add a new IP subnet-based VLAN.
5. Click DELETE to delete the IP subnet-based VLAN selected.
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Port DVLAN Configuration

Use this page to view and configure the double VLAN (DVLAN) tag settings for each
interface. Double VLAN tagging allows service providers to create Virtual Metropolitan Area
Networks (VMANSs). With DVLAN tagging, service providers can pass VLAN traffic from one
customer domain to another through a metro core. By using an additional tag on the traffic,
the interface can differentiate between customers in the MAN while preserving an individual
customer's VLAN identification that is used when the traffic enters the customer's 802.1Q
domain.

To display the Port DVLAN Configuration page, click Switching > VLAN > Advanced > Port
DVLAN Configuration.

Port DVLAN Configuration

Global Configuration

Global EtherType 802.1Q Tag [+|

DVLAN Configuration

2 LAGS All Go To Interface GO

| litertnce | Admintose
- m=

1/0/1 Disable
1/0/2 Disable
1/0/3 Disable
1/0/4 Dizable
1/0/5 Disable
1/0/6 Di=ahle

To configure a DVLAN settings:

1. Use the Global EtherType menu to select the 2-byte hex code to use as the first 16 bits
of the DVLAN tag. The value configured in this field is used as the primary Tag Protocol
Identifier (TPID) to include in frames transmitted by interfaces that are enabled for
DVLAN tagging. Select one of the following:

* 802.1Q Tag - Commonly used tag representing 0x8100
* VvMAN Tag - Commonly used tag representing 0x88A8

e Custom Tag - Configure the EtherType in any range from 0 to 65535. If you select this
value, specify the tag in the Custom Value field that appears.

2. Select the check box associated with each Interface to configure, or select the check box in
the header row to apply the same settings to all interfaces.

3. Use Admin Mode to specify the administrative mode via which Double VLAN Tagging can
be enabled or disabled. The default value for this is Disabled.

4. Click APPLY to update the switch with the changes.
5. Click CANCEL to abandon the changes.
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Voice VLAN Configuration

Use this menu to configure the parameters for Voice VLAN Configuration. Voice VLAN
enables ports to carry voice traffic that has a defined priority. Voice over IP (VolP) traffic is
inherently time-sensitive: for a network to provide acceptable service, the transmission rate is
vital. The priority level enables the separation of voice and data traffic entering the port.

To display the Voice VLAN Configuration page, click Switching > VLAN > Advanced > Voice
VLAN Configuration.

Voice VLAN Configuration

Voice VLAN Global Admin (@

Admin Mode @ Disable Enable

Voice VLAN Configuration (@

2 All Go To Interface GO
Interface | Interface Mode | Value R e e
Mode State
1/0/1 Disable 0 Disable Disable
1/0/2 Disable 0 Dizable Disable
1/0/3 Disable 0 Dizable Disable
1/0/4 Disable 0 Disable Disable
1/0/5 Dicable 0 Dizable Dizable
0

1/0/6 Disable Disable Disable

To configure Voice VLAN settings:

1.

Use Admin Mode to select the administrative mode for Voice VLAN on the switch. The
default is disable.

Select the check box associated with each Interface to configure, or select the check box in
the header row to apply the same settings to all interfaces.

Use Interface Mode to select the Voice VLAN mode for selected interface(s):

* Disable - Default value

* None - Allow the IP phone to use its own configuration to send untagged voice traffic
* VLAN ID - Configure the phone to send tagged voice traffic.

* dot1p - Configure Voice Vlan 802.1p priority tagging for voice traffic. When this is
selected, please enter the dot1p value in the Value field.

* Untagged - Configure the phone to send untagged voice traffic.

Use Value to enter the VLAN ID or dot1p value. This field is available only when VLAN ID or
dot1p is selected as Interface Mode.

Use CoS Override Mode to select the Cos Override mode for selected interface:

* Enabled — The port ignores the 802.1p priority value in the Ethernet frames it receives
from connected devices.

* Disabled — The port trusts the priority value in the received frame. The default is
disable.
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6. Click APPLY to update the switch with the changes.
7. Click CANCEL to abandon the changes.

Field

Description

Operational State

This is the operational status of the voice vlan on the given interface. To be
enabled, Voice VLAN must be globally enabled and enabled on the interface.
Additionally, the interface must be up and have a link.

GARP Switch Configuration
The switch supports Generic Attribute Registration Protocol (GARP), GARP VLAN

Registration Protocol (GVRP), and GARP Multicast Registration Protocol (GMRP). GVRP
relies on the services provided by GARP to provide IEEE 802.1Q-compliant VLAN pruning
and dynamic VLAN creation on 802.1Q trunk ports. GMRP uses GARP services to help
control the flooding of multicast traffic by keeping track of group membership information.

Note: It can take up to 10 seconds for GARP configuration changes to take

effect.

To display the GARP Switch Configuration page, click Switching > VLAN > Advanced >

GARP Switch Configuration.

GARP Switch Configuration

GARP Switch Configuration
GVRP Mode

GMRP Mode

@ Dizable Enable

@ Disable Enable

To configure the global GARP settings:

1. Use GVRP Mode to choose the GARP VLAN Registration Protocol administrative mode
for the switch by selecting enable or disable from the radio button. When GARP is

enabled, switches can dynamically register (and de-register) VLAN membership

information with other switches attached to the same segment. Information about the
active VLANSs is propagated across all networking switches in the bridged LAN that

support GVRP.The factory default is disable.

2. Use GMRP Mode to choose the GARP Multicast Registration Protocol administrative mode
for the switch by selecting enable or disable from the radio button. GMRP is similar to IGMP
snooping in its purpose, but IGMP snooping is more widely used. GMRP must be running on

both the host and the switch to function properly.The factory default is disable.
3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.
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GARP Port Configuration

Note: It can take up to 10 seconds for GARP configuration changes to take
effect.

To display the GARP Port Configuration page, click Switching > VLAN > Advanced > GARP
Port Configuration.

GARP Port Configuration

GARP Port Configuration (@

2 LAGS All Go To Interface GO

Leave
Port GVRP Port GMRP Join Timer _ Leave All
Interface _ Timer _ -
Mode Mode (centisecs) i Timer (centisecs)
(centisecs)

s e - ——

1/0/1 Disable Disable 20 1000
1/o/2 Disable Disable 20 60 1000
1/0/3 Disable Disable 20 60 1000
1/0/4 Disable Disable 20 60 1000
1/0/5 Disable Disable 20 60 1000

1/0/6 Disable Disable 20 60 1000

To configure the per-interface GARP settings:

1.

Select the check box associated with each Interface to configure, or select the check box in
the header row to apply the same settings to all interfaces.

Use Port GVRP Mode to choose the GARP VLAN Registration Protocol administrative
mode for the port by selecting enable or disable from the dropdown list. If you select disable,
the protocol will not be active and the Join Time, Leave Time and Leave All Time will have
no effect. The factory default is disable.

Use Port GMRP Mode to choose the GARP Multicast Registration Protocol administrative
mode for the port by selecting enable or disable from the dropdown list. If you select disable,
the protocol will not be active, and Join Time, Leave Time and Leave All Time have no
effect. The factory default is disable.

Use Join Time (centiseconds) to specify the time between the transmission of GARP
PDUs registering (or re-registering) membership for a VLAN or multicast group in
centiseconds. Enter a number between 10 and 100 (0.1 to 1.0 seconds). The factory default
is 20 centiseconds (0.2 seconds). An instance of this timer exists for each GARP participant
for each port.

Use Leave Time (centiseconds) to specify the time to wait after receiving an unregister
request for a VLAN or multicast group before deleting the associated entry, in centiseconds.
This allows time for another station to assert registration for the same attribute in order to
maintain uninterrupted service. Enter a number between 20 and 600 (0.2 to 6.0 seconds).
The factory default is 60 centiseconds (0.6 seconds). An instance of this timer exists for
each GARRP participant for each port.
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6. Use Leave All Time (centiseconds) to control how frequently LeaveAll PDUs are
generated. A LeaveAll PDU indicates that all registrations will shortly be deregistered.
Participants will need to rejoin in order to maintain registration. The Leave All Period Timer is
set to a random value in the range of LeaveAllTime to 1.5*LeaveAllTime. The timer is
specified in centiseconds. Enter a number between 200 and 6000 (2 to 60 seconds). The
factory default is 1000 centiseconds (10 seconds). An instance of this timer exists for each
GARRP participant for each port.

7. Click APPLY to update the switch with the changes.
8. Click CANCEL to abandon the changes.

Auto-VolP Configuration

The Auto-VolP automatically makes sure that time-sensitive voice traffic is given priority over
data traffic on ports that have this feature enabled. Protocol-based Auto-VolP checks for
packets carrying the following VolP protocols:

* Session Initiation Protocol (SIP)

e H.323

e Signalling Connection Control Part (SCCP)
* Media Gateway Control Protocol (MGCP)

VolIP frames that are received on ports that have the Auto-VolP feature enabled are marked
with the configured CoS Traffic Class.

OUl-based Auto VolIP scans traffic for Organizationally Unique Identifier (OUI) bits. Traffic
with known OUI-bits can be placed in a specific VLAN and assigned an 802.1p priority value.

From the Auto-VolP link, you can access the following pages:

*  Protocol-Based on page 134
* QUI-Based on page 136

Protocol-Based

Use this page to configure the protocol-based Auto VolIP priority settings and to enable or
disable the protocol-based Auto VolP mode on the interfaces.

To display the Protocol-Based Port Settings page, click Switching > Auto-VolP >
Protocol-based > Port Settings.
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Protocol Based Port Settings

Protocol Based Global Settings (T
Prioritization Type Traffic Class El
Class Value 6 El

Protocol Based Port Settings (@

2 LAGS Al Go To Interface
) e ) o5 e
I:I-__
1/0/1 Enable
1/o0/2 Enable up
1/0/3 Enable up
1/0/4 Enable up
1/0/5 Enable up
1/0/6 Enable up
1/0/7 Enable up
1/0/8 Enable up
1/0/9 Enable up

To configure protocol-based Auto-VolP settings:

1.

From the Prioritization Type menu, select the method used to prioritize VolIP traffic when a
call-control protocol is detected, which is one of the following:

* Remark — Remark the voice traffic with the specified 802.1p priority value at the
ingress interface.

» Traffic Class — Assign VolP traffic to the specified traffic class when egressing the
interface.

From the Class Value field, select the traffic class used for protocol-based VolP traffic. If the
Auto VoIP mode is enabled and the interface detects a call-control protocol, the switch
assigns the traffic in that session to the configured Class of Service (CoS) queue. Traffic
classes with a higher value are generally used for time-sensitive traffic. The CoS queue
associated with the specified traffic class should be configured with the appropriate
bandwidth allocation to allow priority treatment for VolP traffic.

Select the check box associated with each Interface to configure, or select the check box in
the header row to apply the same settings to all interfaces.

From the Auto-VolP Mode menu, select the Auto-VolP administrative mode for the
interface.

Click APPLY to update the switch with the changes.
Click CANCEL to abandon the changes.

Field Description

Operational Status This is the operational status of the Auto-VolP feature on the given interface.
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OUI-Based

The OUl-based Auto VolP feature helps provide a classification mechanism for voice packets
that include OUI bits so that they can be prioritized above data packets in order to provide
better Quality of Service (QoS).

From the OUl-based link, you can access the following pages:

* QUI Based Properties on page 136
* OUI Port Settings on page 137
* OUI Table on page 138

OUI Based Properties

Use this page to configure the VLAN ID for the Auto VolP VLAN. When the switch identifies
voice traffic based on the presence of an OUI, the traffic is placed in the VLAN specified on
this page and assigned the selected 802.1p priority value.

To display the OUI Based Properties page, click Switching > Auto-VolP > OUl-based >
Properties.

OUI Based Properties

OUI Based Properties
VoIP VLAN Id 2 [=]
OUI-based priority 7 El

To configure OUl-based Auto-VolP properties:

1. From the VoIP VLAN ID menu, select the VLAN used to segregate VolIP traffic from
other non-voice traffic. All VoIP traffic that matches a value in the known OUI list gets
assigned to this VolP VLAN.

2. From the OUl-based priority menu, select the 802.1p priority used for traffic that matches a
value in the known OUI list. If the Auto VoIP mode is enabled and the interface detects an
OUI match, the device assigns the traffic in that session to the traffic class mapped to this
priority value. Traffic classes with a higher value are generally used for time-sensitive traffic.

3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.
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OUI Port Settings
Use this page to configure the OUl-based Auto VolP administrative mode on the interfaces.

To display the OUI Port Settings page, click Switching > Auto-VolP > OUl-based > OUI Port
Settings.

Protocol Based Port Settings

Protocol Based Global Settings
Prioritization Type Traffic Class El

Class Value 6 El

Protocol Based Port Settings

2 LAGS All Go To Interface GO
T interiace| AutoVolPode | Operationastatue |
= s
[ 1o Enable up
[0 1/fof2 Enable up
[ 1/o/8 Enable up
[T 1/0/4 Enable up
[ | 17075 Enable up
[ 1/0/8 Enable up
[ | 1/o/7 Enable up
[ | 1/o/8 Enable up
[ | 1/0/9 Enable up

To configure protocol-based Auto-VolIP settings:

1. Select the check box associated with each Interface to configure, or select the check
box in the header row to apply the same settings to all interfaces.

2. From the Auto VolP Mode menu, select the administrative mode of OUIl-based Auto-VolP
on the selected interfaces.

3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.

Field Description

Operational Status This is the operational status of the Auto-VolP feature on the given interface.
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OUI Table

Use this page to add and remove Organizationally Unique Identifiers (OUIs) from the OUI
database the device maintains. Device hardware manufacturers can include an OUl in a
network adapter to help identify the device. The OUl is a unique 24-bit number assigned by
the IEEE registration authority. Several default OUIs have been preconfigured in the OUI
database on the device.

To display the OUI Table page, click Switching > Auto-VolP > OUl-based > OUI Table.

OQUI Table

OUI Table @

[ retephony ource)

00:01:E3 SIEMENS
00:03:6B CISCO1
00:12:43 CISCO2Z
00:0F:E2 H3C
00:60:B9 NITSUKO
00:D0O:1E PINTEL
00:E0:75 VERILINK
00:E0:BB 3C0OM
00:04:0D AVAYAL
00:1B:4F ANAYAZ

To configure entries in the OUI table:

1. Inthe Telephony OUI field, specify the unique OUI that identifies the device manufacturer or
vendor. The OUI is specified in three octet values (each octetis represented as two
hexadecimal digits) separated by colons.

2. In the Description field, provide a description of the manufacturer or vendor associated with
the OUI.

3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.

5. To remove an OUI from the table, select the check box next to each entry to remove and
click DELETE.
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ISCSI

The Internet Small Computer System Interface (iISCSI) feature helps network administrators
track iISCSI traffic between iSCSI initiators and target systems. This is accomplished by
monitoring, or snooping traffic to detect packets used by iSCSI stations in establishing iISCSI
sessions and connections. Data from these exchanges may optionally be used to create
classification rules to assign the traffic between the stations to a configured traffic class. This
affects how the packets in the flow are queued and scheduled for egress on the destination
port.

In networks containing iISCSI initiators and targets, iSCSI helps to monitor iISCSI sessions or
give iSCSI traffic preferential QoS treatment. Dynamically-generated classifier rules are used
to direct the iISCSI data traffic to queues that can be given the desired preference
characteristics over other data traveling through the switch. This may help to avoid session
interruptions during times of congestion that would otherwise cause iSCSI packets to be
dropped. However, in systems where a large proportion of traffic is iSCSI, it may also
interfere with other network control-plane traffic, such as ARP or LACP.

The preferential treatment of iISCSI traffic needs to be balanced against the needs of other
critical data in the network.

From the iSCSI link, you can access the following pages:

e Basic on page 139
* Advanced on page 141

Basic

From the iSCSI Basic link, you can access the following pages:

* Global Configuration on page 139
e Sessions on page 141

Global Configuration
Use this page to configure the global iISCSI settings on the switch.

To access the iISCSI Global Configuration page, click Switching > iSCSI > Basic > Global
Configuration.

iSCSI Global Configuration

iSCSI Status @ Disable Enable

QoS Profile @ VLAN Priority Tag DSCP

VLAN Priority Tag 5[]

DSsCP 46

iSCSI Aging Time 10 (1 to 43200 minutes)
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To configure global iSCSI settings:

1.

In the iSCSI Status field, either Enable or Disable iSCSI optimization on the switch. The
default is Disable.

In the QoS Profile field, select the quality of service profile that will be applied to iISCSI
flows.
* VLAN Periority Tag

- DSCP

By default, iSCSI flows are assigned to the highest VPT/DSCP mapped to the highest
queue not used for stack management or voice VLAN. Be sure to configure the relevant
Class of Service parameters for the queue in order to complete the setting.

Setting the VPT/DSCP sets the QoS profile which determines the egress queue to which
the frame is mapped. The switch default setting for egress queues scheduling is
Weighted Round Robin (WRR). You can complete the QoS setting by configuring the
relevant ports to work in other scheduling and queue management modes via the Class
of Service settings.

If using VLAN Priority as the QoS profile, use the VLAN Priority Tag field to assign a VLAN
Priority value to iSCSI session packets.

If using DSCP as the QoS profile, use the DSCP field to assign a DSCP value to iSCSI
session packets.

If using DSCP as the QoS profile, specify whether to enable or disable the Remark mode.
The default is Disable.

Enabling Remark allows the packets to be updated with IEEE 802.1p or IP-DSCP values.
Remarking packets with priority data provides special QoS treatment as the packets
continue through the network.

In the iISCSI Aging Time field, set the number of minutes a session can be inactive prior to
removal.

Click APPLY to update the switch with the changes.
Click CANCEL to abandon the changes.

Configuring Switching Information
140



ProSafe M5300 Switch

Sessions
Use this page to view active iSCSI session information.

To access the iISCSI Global Configuration page, click Switching > iSCSI > Basic >
Sessions.

ISCSI Sessions

Target Name Initiator Name ISID (Initiator Session ID)

The fields on this page display the information the following table describes

Field Description

Target Name Shows the name assigned to the iSCSI target.

Initiator Name Shows the name of the initiator.

ISID (Initiator Session ID) Shows the unique identifier an initiator assigns to the session
endpoint. When it is combined with the iSCSI initiator name, it
provides a unique name in the world for the SCSI initiator port.

Advanced

From the iISCSI Advanced link, you can access the following pages:

e [SCSI Targets on page 141
* Sessions on page 141
» Sessions Detailed on page 142

iSCSI Targets

Use this page to view iSCSI targets and to assign target ports/port IP address combinations
for iISCSI optimization on the switch.

To access the iSCSI Targets page, click Switching > iSCSI > Advanced > iSCSI Targets.

iSCSI Targets

iSCSI Targets Configuration

0.0.0.0
D 3260 0.0.0.0
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To configure iISCSI target settings:

1. In the TCP Port field, specify the TCP port number for the target that will monitor for

iISCSI traffic. The well-known iSCSI ports 3260 and 860 are configured as the default

ports.

U

Sessions Detailed

In the IP Address field, specify an IP address for the target that will monitor for iISCSI traffic.
In the Target Name field, specify a name to assign to the Target.
Click APPLY to update the switch with the changes.

Click CANCEL to abandon the changes.

Use this page to view detailed information about active iSCSI sessions.

To access the iISCSI Global Configuration page, click Switching > iSCSI > Advanced >

Sessions Detailed.

ISCSI Sessions Detailed

o i8CE] S=ssions Ars Available

The fields on this page display the information the following table describes

Field

Description

Session Index

Shows the list of Session indices. The information displayed in the other
fields corresponds to the selected Session Index.

Target Name

Shows the name assigned to the Target.

Initiator Name

Shows the name of the initiator.

Up Time

Show time that has elapsed since the session was created.

Time for aging out (in Seconds)

Shows the time (in seconds) left before the session is set to expire.

ISID (Initiator Session ID)

Shows the unique identifier an initiator assigns to the session endpoint.
When it is combined with the iSCSI initiator name, it provides a unique
name in the world for the SCSI initiator port.

Initiator IP Address

Shows the Initiator IP Address.

Initiator TCP Port

Shows the Initiator TCP Port number of one of the connections between
the Target and initiator.

Target IP Address

Shows the IP Address of the Target.

Target TCP Port

Shows the Target TCP Port number of one of the connections between the
Target and Initiator.
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Spanning Tree Protocol

The Spanning Tree Protocol (STP) provides a tree topology for any arrangement of bridges.
STP also provides one path between end stations on a network, eliminating loops. Spanning
tree versions supported include Common STP, Multiple STP, and Rapid STP.

Classic STP provides a single path between end stations, avoiding and eliminating loops. For
information on configuring Common STP, see “CST Port Configuration” on page 3-148.

Multiple Spanning Tree Protocol (MSTP) supports multiple instances of Spanning Tree to
efficiently channel VLAN traffic over different interfaces. Each instance of the Spanning Tree
behaves in the manner specified in IEEE 802.1w, Rapid Spanning Tree (RSTP), with slight
modifications in the working but not the end effect (chief among the effects, is the rapid
transitioning of the port to ‘Forwarding’). The difference between the RSTP and the traditional
STP (IEEE 802.1D) is the ability to configure and recognize full-duplex connectivity and ports
which are connected to end stations, resulting in rapid transitioning of the port to ‘Forwarding’
state and the suppression of Topology Change Notification. These features are represented
by the parameters ‘pointtopoint’ and ‘edgeport’. MSTP is compatible to both RSTP and STP.
It behaves appropriately to STP and RSTP bridges. A MSTP bridge can be configured to
behave entirely as a RSTP bridge or a STP bridge.

Note: For two bridges to be in the same region, the force version should
be 802.1s and their configuration name, digest key, and revision
level should match. For additional information about regions and
their effect on network topology, refer to the IEEE 802.1Q standard.

From the VLAN link, you can access the following pages:

e Basic on page 143
* Advanced on page 145

Basic

From the Basic link, you can access the following pages:

e STP Configuration on page 143

STP Configuration
The Spanning Tree Configuration/Status page contains fields for enabling STP on the switch.

To display the Spanning Tree Configuration/Status page, click Switching > STP > Basic >
STP Configuration.
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STP Configuration
STP Configuration (@
Spanning Tree Admin Mode Dizable @ Enable
Force Protocol Version IEEE 802.1d i@ IEEE 802.1w IEEE 802.1=
Configuration Name 2C-B0-50-91-F6-F0
Configuration Revision Level 0 (0 to 83525)
Forward BPDU while STP Disabled @ Disable () Enable
BPDU Guard @ Disable ) Enable
BPDU Filter @ Disable (7 Enable
Configuration Digest Key Oxac36177f50283cd4bs3821d8ab26des2
Configuration Format Selector 0
STP Status (@
0 1 1
0 2 2
0 100 100

To configure the global STP settings:

1.

Use Spanning Tree Admin Mode to specify whether spanning tree operation is enabled
on the switch. Value is enabled or disabled.

Use Force Protocol Version to specify the Force Protocol Version parameter for the switch.
The options are IEEE 802.1d, IEEE 802.1w and IEEE 802.1s.

Use Configuration Name to specify an identifier used to identify the configuration currently
being used. It may be up to 32 alphanumeric characters.

Use Configuration Revision Level to specify an identifier used to identify the configuration
currently being used. The values allowed are between 0 and 65535. The default value is 0.

Use Forward BPDU while STP Disabled to specify whether spanning tree BPDUs should
be forwarded or not while spanning-tree is disabled on the switch. Value is enabled or
disabled.

Use BPDU Guard to specify whether the BPDU guard feature is enabled. The STP BPDU
guard allows a network administrator to enforce the STP domain borders and keep the
active topology consistent and predictable. The switches behind the edge ports that have
STP BPDU guard enabled will not be able to influence the overall STP topology. At the
reception of BPDUs, the BPDU guard operation disables the port that is configured with this
option and transitions the port into disable state. This would lead to administrative disable of
the port.

Use BPDU Filter to specify whether the BPDU Filter feature is enabled. STP BPDU filtering
applies to all operational edge ports. Edge Port in an operational state is supposed to be
connected to hosts that typically drop BPDUs. If an operational edge port receives a BPDU,
it immediately loses its operational status. In that case, if BPDU filtering is enabled on this
port then it drops the BPDUs received on this port.
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Field Description

Configuration digest key Identifier used to identify the configuration currently being used.

MST ID Table consisting of the MST instances (including the CST) and the
corresponding VLAN IDs associated with each of them.

VID ID Table consisting of the VLAN IDs and the corresponding FID associated
with each of them.

FID ID Table consisting of the FIDs and the corresponding VLAN IDs associated
with each of them.

Advanced

From the Advanced link, you can access the following pages:

e STP Configuration on page 143

e CST Configuration on page 146

e CST Port Configuration on page 148
e CST Port Status on page 150

* MST Configuration on page 151

*  MST Port Status on page 153

e STP Statistics on page 155

Configuring Switching Information
145




ProSafe M5300 Switch

CST Configuration

Use the Spanning Tree CST Configuration page to configure Common Spanning Tree (CST)
and Internal Spanning Tree on the switch.

To display the Spanning Tree CST Configuration page, click Switching > STP > Advanced >
CST Configuration.

CST Configuration

CST Configuration

Bridge Priority 32768 (D to 61440)
Bridge Max Age (secs) 20 (6 to 40)
Bridge Hello Time (secs) 2

Bridge Forward Delay (secs) 15 (4 to 20)
Spanning Tree Maximum Hops 20 (6 to 40)
Spanning Tree Tx Hold Count & (1to 10)

CST Status

Bridge Identifier 80:00:2C:B0:5D:91:Fo:FO

Time Since Topology Change 1 day 0 hr & min 38 sec

Topology Change Count
Topology Change
Designated Root

Root Path Cost

Root Port Identifier
Max Age (secs)
Forward Delay (secs)
Hold Time (secs)

C5T Regional Root

CST Path Cost

1

False

§0:00:00:07:03:05:05:06

40000
80:01
20

15

6

80:00:2C:B0:5D:91:Fo:FO

0

Port Triggered TC

To configure CST settings:

1. Specify values for CST in the appropriate fields:

* Bridge Priority - When switches or bridges are running STP, each is assigned a
priority. After exchanging BPDUs, the switch with the lowest priority value becomes
the root bridge. Specifies the bridge priority value for the Common and Internal
Spanning Tree (CST). The valid range is 0-61440. The bridge priority is a multiple of
4096. If you specify a priority that is not a multiple of 4096, the priority is automatically
set to the next lowest priority that is a multiple of 4096. For example, if the priority is
attempted to be set to any value between 0 and 4095, it will be set to 0. The default
priority is 32768.

* Bridge Max Age (secs) - Specifies the bridge maximum age time for the Common
and Internal Spanning Tree (CST), which indicates the amount of time in seconds a
bridge waits before implementing a topological change. The valid range is 6—40, and
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the value must be less than or equal to (2 * Bridge Forward Delay) — 1 and greater
than or equal to 2 * (Bridge Hello Time +1). The default value is 20.

* Bridge Hello Time (secs) - Specifies the bridge Hello time for the Common and
Internal Spanning Tree (CST), which indicates the amount of time in seconds a root
bridge waits between configuration messages. The value is fixed at 2 seconds. The
value must be less than or equal to (Bridge Max Age / 2) - 1. The default hello time
value is 2.

* Bridge Forward Delay (secs) - Specifies the bridge forward delay time, which
indicates the amount of time in seconds a bridge remains in a listening and learning
state before forwarding packets. The value must be greater or equal to (Bridge Max
Age / 2) + 1. The time range is from 4 seconds to 30 seconds. The default value is 15.

e Spanning Tree Maximum Hops - Specifies the maximum number of bridge hops the
information for a particular CST instance can travel before being discarded. The valid
range is 1-127.

e Spanning Tree Tx Hold Count - Configures the maximum number of bpdus the bridge
is allowed to send within the hello time window. The default value is 6.

Field Description

Bridge identifier The bridge identifier for the CST. It is made up using the bridge priority
and the base MAC address of the bridge.

Time since topology change The time in seconds since the topology of the CST last changed.

Topology change count Number of times topology has changed for the CST.

Topology change The value of the topology change parameter for the switch indicating if a

topology change is in progress on any port assigned to the CST. It takes
a value if True or False.

Designated root The bridge identifier of the root bridge. It is made up from the bridge
priority and the base MAC address of the bridge.

Root Path Cost Path Cost to the Designated Root for the CST.

Root Port Identifier Port to access the Designated Root for the CST.

Max Age(secs) Path Cost to the Designated Root for the CST.

Forward Delay(secs) Derived value of the Root Port Bridge Forward Delay parameter.

Hold Time(secs) Minimum time between transmission of Configuration BPDUs.

CST Regional Root Priority and base MAC address of the CST Regional Root.

CST Path Cost Path Cost to the CST tree Regional Root.

Configuring Switching Information
147



ProSafe M5300 Switch

CST Port Configuration

Use the Spanning Tree CST Port Configuration page to configure Common Spanning Tree
(CST) and Internal Spanning Tree on a specific port on the switch.

To display the Spanning Tree CST Port Configuration page, click Switching > STP >
Advanced > CST Port Configuration.

CST Port Configuration

CST Port Configuration

2 LAGS Al Gd

Auto Auto
Port Admin Port Path Calculated ; External Calculated
Interface Priority | Edge Port o e et Hello Timer | Port Path External
J Cost Port Path
Cost
Cost

B g EEE || (.

1/0/1 Enable 20000 Enabled 2 20000 Enabled
1/of2 128 Enable 1] Enabled 2 1] Enabled
1/0/3 128 Enable ] Enabled 2 0 Enabled
1/0/4 128 Enable 0 Enabled 2 0 Enabled
1/0/5 128 Enable 1] Enabled 2 1] Enabled
1/0/6 123 Enable 0 Enabled 2 0 Enabled
1/0/7 128 Enable ] Enabled 2 0 Enabled
b To Interface GO

Port
B_PDU SR o Auto Edge ST s TCN Guard Port Mode Forwarding
Filter Forwarding Guard Guard .

LI I CiF i -0 S -1

Disable Disable Disabled | Disable Disable Disable Disable Enable Forwarding
Dizable Dizable Dizabled Disable Dizable Dizable Dizable Enable Dizabled
Dizable Dizable Dizabled Disable Dizable Dizable Dizable Enable Dizabled
Dizable Dizable Dizabled Disable Dizable Dizable Dizable Enable Dizabled
Dizable Dizable Dizabled Disable Dizable Dizable Dizable Enable Dizabled
Dizable Dizable Dizabled Disable Dizable Dizable Dizable Enable Dizabled
Disable Disable Disabled Disable Dizable Dizable Dizable Enable Dizabled

To configure CST port settings:

1. Interface - One of the physical or port channel interfaces associated with VLANs
associated with the CST.

2. Use Port Priority to specify the priority for a particular port within the CST. The port priority
is set in multiples of 16. For example if the priority is attempted to be set to any value
between 0 and 15, it will be set to 0. If it is tried to be set to any value between 16 and
(2*16-1) it will be set to 16 and so on.

3. Use Admin Edge Port to specify if the specified port is an Edge Port within the CIST. It
takes a value of TRUE or FALSE, where the default value is FALSE.
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4. Use Port Path Cost to set the Path Cost to a new value for the specified port in the
common and internal spanning tree. It takes a value in the range of 1 to 200000000.

5. Use External Port Path Cost to set the External Path Cost to a new value for the specified
port in the spanning tree. It takes a value in the range of 1 to 200000000.

6. Use BPDU Filter to configure the BPDU Filter, which filters the BPDU traffic on this port
when STP is enabled on this port. The possible values are Enable or Disable.

7. Use BPDU Flood to configure the BPDU Flood, which floods the BPDU traffic arriving on
this port when STP is disabled on this port. The possible values are Enable or Disable.

8. Use Auto Edge to configure the auto edge mode of a port, which allows the port to become
an edge port if it does not see BPDUs for some duration. The possible values are Enable or
Disable.

9. Use Root Guard to configure the root guard mode, which sets a port to discard any superior
information received by the port and thus protect against root of the device from changing.
The port gets put into discarding state and does not forward any packets. The possible
values are Enable or Disable.

10. Use Loop Guard to configure the loop guard on the port to protect layer 2 forwarding loops.
If loop guard is enabled, the port moves into the STP loop inconsistent blocking state instead
of the listening/learning/forwarding state.

11. Use TCN Guard to configure the TCN guard for a port restricting the port from propagating
any topology change information received through that port. The possible values are Enable
or Disable.

12. Use Port Mode to enable/disable Spanning Tree Protocol Administrative Mode associated
with the port or port channel. The possible values are Enable or Disable.

Field Description

Auto Calculated Port Path Cost Displays whether the path cost is automatically calculated (Enabled)

or not (Disabled). Path cost will be calculated based on the link speed
of the port if the configured value for Port Path Cost is zero.
Hello Timer Displays the value of the parameter for the CST.

Auto Calculated External Port Path | Displays whether the external path cost is automatically calculated
Cost (Enabled) or not (Disabled). External Path cost will be calculated

based on the link speed of the port if the configured value for External
Port Path Cost is zero.

BPDU Guard Effect Display the BPDU Guard Effect, it disables the edge ports that

receive BPDU packets. The possible values are Enable or Disable.

Port Forwarding State The Forwarding State of this port.
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CST Port Status

Use the Spanning Tree CST Port Status page to display Common Spanning Tree (CST) and
Internal Spanning Tree on a specific port on the switch.

To display the Spanning Tree CST Port Status page, click Switching > STP > Advanced >
CST Port Status.

CST Port Status

CST Port Status
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Port
Forwarding
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Cost
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Port

Interface
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Designated Bridge
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1/0/6 80:06 Disabled Disabled 80:00:2C:B0:5D:91:F6:F0 0 80:00:2C:B0:5D:91:F6:F0 00:00 False

Port Up
Point- Time Lo Transitions Transitions
Si Into L Out Of L
to-Point | CST Regional Root tnce Inconsistent nto o_op u _ e
MAC Counters P— Inconsistent | Inconsistent
Last State State
Cleared
Disabled  True 80:00:C0:3F:0E:90:29:60 O 1day 0 hr 9 min 11 sec | False o o
Disabled False 80:00:2C:B0:5D:91:F6:F0 0O 3 day 3 hr 25 min 30 sec False o o
Disabled False 80:00:2C:B0:5D:91:F6:F0 O 3 day 3 hr 25 min 30 sec False o o
Disabled False 80:00:2C:B0:5D:91:F6:F0 0O 3 day 3 hr 25 min 30 sec False o o
Disabled False 80:00:2C:B0:5D:91:F6:F0 O 3 day 3 hr 25 min 30 sec False o o
Disabled False 80:00:2C:B0:5D:91:F6:F0 0O 3 day 3 hr 25 min 30 sec False o o

The following table describes the CST Status information displayed on the screen.

Field Description

Interface Identify the physical or port channel interfaces associated with VLANs
associated with the CST.

Port ID The port identifier for the specified port within the CST. It is made up from

the port priority and the interface number of the port.

Port Forwarding State The Forwarding State of this port.

Port Role Each MST Bridge Port that is enabled is assigned a Port Role for each
spanning tree. The port role will be one of the following values: Root Port,
Designated Port, Alternate Port, Backup Port, Master Port or Disabled

Port.
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Field Description

Designated Root Root Bridge for the CST. It is made up using the bridge priority and the
base MAC address of the bridge.

Designated Cost Path Cost offered to the LAN by the Designated Port.

Designated Bridge Bridge Identifier of the bridge with the Designated Port. It is made up
using the bridge priority and the base MAC address of the bridge.

Designated Port Port Identifier on the Designated Bridge that offers the lowest cost to the
LAN. It is made up from the port priority and the interface number of the
port.

Topology Change Acknowledge | ldentifies whether the next BPDU to be transmitted for this port would
have the topology change acknowledgement flag set. It is either “True” or
“False”.

Edge port Indicates whether the port is enabled as an edge port. It takes the value
“Enabled” or “Disabled”.

Point-to-point MAC Derived value of the point-to-point status.
CST Regional Root Bridge Identifier of the CST Regional Root. It is made up using the bridge
priority and the base MAC address of the bridge.
CST Path Cost Path Cost to the CST Regional Root.
Port Up Time Since Counters Time since the counters were last cleared, displayed in Days, Hours,
Last Cleared Minutes, and Seconds.
MST Configuration

Use the Spanning Tree MST Configuration page to configure Multiple Spanning Tree (MST)
on the switch.

To display the Spanning Tree MST Configuration page, click Switching > STP > Advanced >
MST Configuration.

MST Configuration
MST Configuration @)
Time
" Topology Root
5i T I Root Port
MST ID | Priority Bridge Identifier Vian1d |>'"<® Change opelogy | o cignated Root path | o°tPo
Topology Change Identifier
Count Cost
Change
D [} 32768 80:00:2C:B0:5D:91:F6:F0 | 1-2 1 day 0 hr 10 min 10 sec | 1 False 80:00:00:07:03:05:05:06 40000 30:01
|:| 1 0 80:01:2C:B0:5D:91:F6:F0 100 0 day 0 hr 0 min 2 sec 1 True 80:01:2C:B0:5D:91:F6:F0 0 00:00
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To configure an MST instance:

1. To add an MST instance, configure the MST values and click ADD:

e« MST ID - Specify the ID of the MST to create. Valid values for this are between 1 and
4094. This is only visible when the select option of the MST ID select box is selected.

e Priority - Specifies the bridge priority value for the MST. When switches or bridges
are running STP, each is assigned a priority. After exchanging BPDUs, the switch with
the lowest priority value becomes the root bridge. The bridge priority is a multiple of
4096. If you specify a priority that is not a multiple of 4096, the priority is automatically
set to the next lowest priority that is a multiple of 4096. For example, if the priority is
attempted to be set to any value between 0 and 4095, it will be set to 0. The default
priority is 32768.The valid range is 0—61440.

e VLAN ID - This gives a combo box of each VLAN on the switch. These can be
selected or unselected for re-configuring the association of VLANs to MST instances.
2. To delete an MST instance, select the check box next to the instance and click DELETE.

3. To modify an MST instance, select the check box next to the instance to configure, update
the values, and click APPLY. You can select multiple check boxes to apply the same setting
to all selected ports.

4. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

For each configured instance, the information described in the following table displays on the
page.

Field Description

Bridge Identifier The bridge identifier for the selected MST instance. It is made up
using the bridge priority and the base MAC address of the bridge.

Time Since Topology Change The time n seconds since the topology of the selected MST instance
last changed.

Topology Change Count Number of times topology has changed for the selected MST
instance.
Topology Change The value of the topology change parameter for the switch indicating

if a topology change is in progress on any port assigned to the
selected MST instance. It takes a value if True or False.

Designated Root The bridge identifier of the root bridge. It is made up from the bridge
priority and the base MAC address of the bridge

Root Path Cost Path Cost to the Designated Root for this MST instance.

Root Portldentifier Port to access the Designated Root for this MST instance.
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MST Port Status

Use the Spanning Tree MST Port Status page to configure and display Multiple Spanning
Tree (MST) settings on a specific port on the switch.

To display the Spanning Tree MST Port Status page, click Switching > STP > Advanced >
MST Port Status.

MST Port Status
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Note: If no MST instances have been configured on the switch, the page
displays a “No MSTs Available” message and does not display the
fields shown in the field description table that follows.
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To configure MST port settings:

1. Use MST ID to select one MST instance from existing MST instances.

2. Use Interface to select one of the physical or port channel interfaces associated with VLANs

associated with the selected MST instance.
3. Use Port Priority to specify the priority for a particular port within the selected MST

instance. The port priority is set in multiples of 16. For example if the priority is attempted to
be set to any value between 0 and 15, it will be set to 0. If it is tried to be set to any value

between 16 and (2*16-1) it will be set to 16 and so on.

4. Use Port Path Cost to set the Path Cost to a new value for the specified port in the selected

MST instance. It takes a value in the range of 1 to 200000000.

The following table describes the read-only MST port configuration information displayed on

the Spanning Tree CST Configuration page.

Field

Description

Auto Calculated Port Path
Cost

Displays whether the path cost is automatically calculated (Enabled) or not
(Disabled). Path cost will be calculated based on the link speed of the port if
the configured value for Port Path Cost is zero.

Port ID

The port identifier for the specified port within the selected MST instance. It
is made up from the port priority and the interface number of the port.

Port Uptime Since Last Clear
Counters

Time since the counters were last cleared, displayed in Days, Hours,
Minutes, and Seconds.

Port Mode

Spanning Tree Protocol Administrative Mode associated with the port or
port channel. The possible values are Enable or Disable.

Port Forwarding State

The Forwarding State of this port.

Port Role

Each MST Bridge Port that is enabled is assigned a Port Role for each
spanning tree. The port role will be one of the following values: Root Port,
Designated Port, Alternate Port, Backup Port, Master Port or Disabled Port.

Designated Root

Root Bridge for the selected MST instance. It is made up using the bridge
priority and the base MAC address of the bridge.

Designated Cost

Path Cost offered to the LAN by the Designated Port.

Designated Bridge

Bridge Identifier of the bridge with the Designated Port. It is made up using
the bridge priority and the base MAC address of the bridge.

Designated Port

Port Identifier on the Designated Bridge that offers the lowest cost to the
LAN. It is made up from the port priority and the interface number of the
port.
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STP Statistics

Use the Spanning Tree Statistics page to view information about the number and type of
bridge protocol data units (BPDUs) transmitted and received on each port.

To display the Spanning Tree Statistics page, click Switching > STP > Advanced > STP
Statistics.

STP Statistics
STP Statistics 5]
2 LAGS Aall
Received Received Received | Transmitted
1/0/1 1} 0 0 7 43128 0
1/o0/2 1] 0 i} 0 0 i}
1/0/3 a 0 a 0 0 a
1/0/4 0] 0 0 0 0 0
1/0/5 a 0 a 0 0 a
1/0/6 0 0 0 0 0 0
1/0/7 a 0 a 0 0 a
1/0/8 o 0 0 0 0 0
1/0/9 a 0 a 0 0 a
1/0/10 1] 0 i} 0 0 i}
1/0/11 1} 0 0 0 0 0

The following table describes the information available on the STP Statistics page.

Field Description

Interface Selects one of the physical or port channel interfaces of the switch.
STP BPDUs Received Number of STP BPDUs received at the selected port.

STP BPDUs Transmitted Number of STP BPDUs transmitted from the selected port.

RSTP BPDUs Received Number of RSTP BPDUs received at the selected port.

RSTP BPDUs Transmitted Number of RSTP BPDUs transmitted from the selected port.
MSTP BPDUs Received Number of MSTP BPDUs received at the selected port.

MSTP BPDUs Transmitted Number of MSTP BPDUs transmitted from the selected port.
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Multicast

Multicast IP traffic is traffic that is destined to a host group. Host groups are identified by
class D IP addresses, which range from 224.0.0.0 to 239.255.255.255.

From the Multicast link, you can access the following pages:

*  MFDB on page 156
* IGMP Snooping on page 158
*  MLD Snooping on page 167

MFDB

From the MFDB link, you can access the following pages:

* MFDB Table on page 156
* MFDB Statistics on page 157

MFDB Table

The Multicast Forwarding Database holds the port membership information for all active
multicast address entries. The key for an entry consists of a VLAN ID and MAC address pair.
Entries may contain data for more than one protocol.

To display the MFDB Table page, click Switching > Multicast > MFDB > MFDB Table.

MFDB Table

MFDB Table (@)

Search By MAC Address GO

VLAN . Forwarding

To search for a specific MAC address, use the Search by MAC Address field to enter a MAC
Address whose MFDB table entry you want displayed. Enter six two-digit hexadecimal
numbers separated by colons, for example 00:01:23:43:45:67. Then click on the “GO” button.
If the address exists, that entry will be displayed. An exact match is required.

Field Description

MAC Address The multicast MAC address for which you requested data.

VLAN ID The VLAN ID to which the multicast MAC address is related.

Type This displays the type of the entry. Static entries are those that are configured
by the end user. Dynamic entries are added to the table as a result of a learning
process or protocol.
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Field Description

Component This is the component that is responsible for this entry in the Multicast
Forwarding Database. Possible values are IGMP Snooping, GMRP, Static
Filtering and MLD Snooping.

Description The text description of this multicast table entry. Possible values are
Management Configured, Network Configured and Network Assisted.

ForwardingInterfaces The resultant forwarding list is derived from combining all the forwarding
interfaces and removing the interfaces that are listed as the static filtering
interfaces.

MFDB Statistics

Use this page to view statistical information about the multicast forwarding database (MFDB).

To display the MFDB Statistics page, click Switching > Multicast > MFDB > MFDB Statistics.

MFDB Statistics
MFDB Statistics @
Max MFDE Table Entries 1024
Most MFDE Entries Since Last Reset 0
Current Entries 0
Field Description
Max MFDB Table Entries The maximum number of entries that the Multicast Forwarding

Database table can hold.

Most MFDB Entries Since Last Reset The largest number of entries that have been present in the
Multicast Forwarding Database table since last reset. This value
is also known as the MFDB high-water mark.

Current Entries The current number of entries in the Multicast Forwarding
Database table.
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IGMP Snooping

Internet Group Management Protocol (IGMP) Snooping is a feature that allows a switch to
forward multicast traffic intelligently on the switch. Multicast IP traffic is traffic that is destined
to a host group. Host groups are identified by class D IP addresses, which range from
224.0.0.0 to 239.255.255.255. Based on the IGMP query and report messages, the switch
forwards traffic only to the ports that request the multicast traffic. This prevents the switch
from broadcasting the traffic to all ports and possibly affecting network performance.

A traditional Ethernet network may be separated into different network segments to prevent
placing too many devices onto the same shared media. Bridges and switches connect these
segments. When a packet with a broadcast or multicast destination address is received, the
switch will forward a copy into each of the remaining network segments in accordance with
the IEEE MAC Bridge standard. Eventually, the packet is made accessible to all nodes
connected to the network.

This approach works well for broadcast packets that are intended to be seen or processed by
all connected nodes. In the case of multicast packets, however, this approach could lead to
less efficient use of network bandwidth, particularly when the packet is intended for only a
small number of nodes. Packets will be flooded into network segments where no node has
any interest in receiving the packet. While nodes will rarely incur any processing overhead to
filter packets addressed to unrequested group addresses, they are unable to transmit new
packets onto the shared media for the period of time that the multicast packet is flooded. The
problem of wasting bandwidth is even worse when the LAN segment is not shared, for
example in full-duplex links.

Allowing switches to snoop IGMP packets is a creative effort to solve this problem. The
switch uses the information in the IGMP packets as they are being forwarded throughout the
network to determine which segments should receive packets directed to the group address.

From the IGMP Snooping link, you can access the following pages:

* IGMP Snooping Configuration on page 159
* IGMP Snooping Interface Configuration on page 160
* IGMP VLAN Configuration on page 161
e Multicast Router Configuration on page 162
e Multicast Router VLAN Configuration on page 163
* IGMP Snooping Querier on page 163
* IGMP Snooping Querier Configuration on page 164
* IGMP Snooping Querier VLAN Configuration on page 165
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IGMP Snooping Configuration

Use the IGMP Snooping Configuration page to configure the parameters for IGMP snooping,
which is used to build forwarding lists for multicast traffic.

Note that only a user with Read/Write access privileges may change the data on this screen.

To access the IGMP Snooping Configuration page, click Switching > Multicast > IGMP
Snooping > Configuration.

IGMP Snooping Configuration

IGMP Snooping Configuration @
Admin Mode @ Disable () Enable
Multicast Control Frame Count 0
IGMP Router-Alert check @ Disable (7) Enable

Interfaces Enabled for IGMP Snooping

VLAN IDs Enabled for IGMP Snooping (@

To configure IGMP Snooping:

1. Use the Admin Mode Enable/Disable radio button to select the administrative mode for
IGMP Snooping for the switch. The default is disable.

2. Use the Unknown Multicast Filtering Enable/Disable radio button to select the unknown
multicast filtering mode for the switch. The default is disable.

The following table displays information about the global IGMP snooping status and statistics
on the page.

Field Description
Multicast Control Frame Count The number of multicast control frames that are processed by the
CPU.

Interfaces Enabled for IGMP Snooping | A list of all the interfaces currently enabled for IGMP Snooping.

Data Frames Forwarded by the CPU The number of data frames forwarded by the CPU.

VLAN Ids Enabled For IGMP Snooping | Displays VLAN Ids enabled for IGMP snooping.

Configuring Switching Information
159



ProSafe M5300 Switch

IGMP Snooping Interface Configuration

Use the IGMP Snooping Interface Configuration page to configure IGMP snooping settings
on specific interfaces.

To access the IGMP Snooping Interface Configuration page, click Switching > Multicast >
IGMP Snooping > Interface Configuration.

IGMP Snooping Interface Configuration

IGMP Snooping Interface Configuration @

2 LAGS All Go To Interface

GO
Fast
G P 13
Admin S _ Max Response re_f.en _ Leave
Interface Membership N Expiration )
Mode Time(secs) i Admin
Interval(secs) Time(secs) Mode

o NS EENEN N E—

lfDJ’L Disable Disable

0
1/0/2 Disable 260 10 0 Disable
1/0/3 Disable 260 10 0 Disable
1/0/4 Disable 260 10 ] Disable
1/0/5 Disable 260 10 0 Disable
1/0/6 Disable 260 10 ] Disable
1/0/7 Clisable 260 10 0 Disable

0

1/0/8 Disable 260 10 Disable

To configure IGMP Snooping interface settings:

1. Select the check box associated with each interface you want to configure. Select the
check box in the heading row to apply the same settings to all interfaces.

2. Use Admin Mode to select the interface mode for the selected interface for IGMP Snooping
for the switch from the pull-down menu. The default is disable.

3. Use Group Membership Interval to specify the amount of time you want the switch to wait
for a report for a particular group on a particular interface before it deletes that interface from
the group. Enter a value between 1 and 3600 seconds. The default is 260 seconds.

4. Use Max Response Time to specify the amount of time you want the switch to wait after
sending a query on an interface because it did not receive a report for a particular group on
that interface. Enter a value greater or equal to 1 and less than the Group Membership
Interval in seconds. The default is 10 seconds. The configured value must be less than the
Group Membership Interval.

5. Use Present Expiration Time to specify the amount of time you want the switch to wait to
receive a query on an interface before removing it from the list of interfaces with multicast
routers attached. Enter a value between 0 and 3600 seconds. The default is 0 seconds. A
value of zero indicates an infinite time-out, i.e. no expiration.

6. Use Fast Leave Admin mode to select the Fast Leave mode for the a particular interface
from the pull-down menu. The default is disable.

7. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

8. If you make any configuration changes, click APPLY to apply the new settings to the switch.
Configuration changes take effect immediately.
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IGMP VLAN Configuration

Use the IGMP Snooping VLAN Configuration page to configure IGMP snooping settings for
VLANSs on the system.

To access the IGMP Snooping VLAN Configuration page, click Switching > Multicast > IGMP
Snooping > IGMP VLAN Configuration.

IGMP VLAN Configuration

IGMP VLAN Configuration

Fast Grou
VLAN ID Admin Leav_e I"'IemEership Maximum ] Mullfil:ast_ Router
Mode Admin Response Time | Expiry Time
Mode Interval

O _JC_ o -r or =

200 Enable Enable 260 10

To configure IGMP snooping settings for VLANSs:

1.

To enable IGMP snooping on a VLAN, enter the VLAN ID in the appropriate field and
configure the IGMP Snooping values:

Use Admin Mode to enable or disable IGMP Snooping for the specified VLAN ID.

Use Fast Leave Admin Mode to enable or disable the IGMP Snooping Fast Leave
Mode for the specified VLAN ID.

Use Group Membership Interval to set the value for group membership interval of
IGMP Snooping for the specified VLAN ID. Valid range is (Maximum Response Time
+ 1) to 3600 seconds.

Use Maximum Response Time to set the value for maximum response time of IGMP
Snooping for the specified VLAN ID. Valid range is 1 to (Group Membership Interval -
1). Its value should be greater than group membership interval value.

Use Multicast Router Expiry Time to set the value for multicast router expiry time of
IGMP Snooping for the specified VLAN ID. Valid range is 0 to 3600 seconds.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

To disable IGMP snooping on a VLAN and remove it from the list, select the check box next
to the VLAN ID and click DELETE.

To modify IGMP snooping settings for a VLAN, select the check box next to the VLAN ID,
update the desired values, and click APPLY.

Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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Multicast Router Configuration

This page configures the interface as the one the multicast router is attached to. All IGMP
packets snooped by the switch will be forwarded to the multicast router reachable from this
interface. The configuration is not needed most of the time since the switch will automatically
detect the presence of multicast router and forward IGMP packet accordingly. It is only
needed when you want to make sure the multicast router always receives IGMP packets from
the switch in a complex network.

To access the Multicast Router Configuration page, click Switching > Multicast > IGMP
Snooping > Multicast Router Configuration.

Multicast Router Configuration

Multicast Router Configuration

2 LAGS Aall Go To Interface GO

- Multicast Router

1/0/1 Disable
1/o/2 Disable
1/0/3 Disable
1/0/4 Disable
1/0/5 Disable
1/0/6 Disable
1/0/7 Disable
1/0/8 Disable
1/0/9 Disable

1. Select the check box associated with each interface you want to configure. Select the
check box in the heading row to apply the same settings to all interfaces.

2. Use Multicast Router to enable or disable Multicast Router on the selected interfaces.
3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.
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Multicast Router VLAN Configuration

This page configures the interface to only forward the snooped IGMP packets that come from
VLAN ID (<vlanld>) to the multicast router attached to this interface. The configuration is not
needed most of the time since the switch will automatically detect the presence of a multicast
router and forward IGMP packets accordingly. It is only needed when you want to make sure
that the multicast router always receives IGMP packets from the switch in a complex network.

To access the Multicast Router VLAN Configuration page, click Switching > Multicast > IGMP
Snooping > Multicast Router VLAN Configuration.

Multicast Router VLAN Configuration

Multicast Router VLAN Configuration

Intarfaca i/o0/1 El

Multicast Router VLAN Configuration

- VLAN ID Multicast Router

1. Select the check box associated with each interface you want to configure. Select the
check box in the heading row to apply the same settings to all interfaces.

2. Use VLAN ID to select the VLAN ID for which the Multicast Router Mode is to be Enabled
or Disabled.

3. Use Multicast Router to enable or disable multicast router for the Vlan ID.
4. Click APPLY to update the switch with the changes.
5. Click CANCEL to abandon the changes.

IGMP Snooping Querier

IGMP snooping requires that one central switch or router periodically query all end-devices
on the network to announce their multicast memberships. This central device is the IGMP
querier. The IGMP query responses, known as IGMP reports, keep the switch updated with
the current multicast group membership on a port-by-port basis. If the switch does not
receive updated membership information in a timely fashion, it will stop forwarding multicasts
to the port where the end device is located.

These pages enable you to configure and display information on IGMP snooping queriers on
the network and, separately, on VLANS.
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IGMP Snooping Querier Configuration

Use this menu to configure the parameters for IGMP Snooping Querier. Note that only a user
with Read/Write access privileges may change the data on this screen.

To access this page, click Switching > Multicast > IGMP Snooping > Querier Configuration.

IGMP Snooping Querier Configuration

Querier Configuration @

Querier Admin Mode @ Disable Enable

Snooping Querier Address 0.0.0.0

IGMP Version 2 (1to2)
Query Interval(secs) 50 {1 to 1800)
Querier Expiry Interval{secs) 125 (80 to 2300)

VLAN IDs Enabled for IGMP Snooping Querier (@

To configure IGMP Snooping Querier settings:

1. Use Querier Admin Mode to select the administrative mode for IGMP Snooping for the
switch. The default is disable.

2. Use Querier IP Address to specify the Snooping Querier Address to be used as source
address in periodic IGMP queries. This address is used when no address is configured on
the VLAN on which query is being sent.

3. Use IGMP Version to specify the IGMP protocol version used in periodic IGMP queries.
IGMP queries.

4. Use Query Interval(secs) to specify the time interval in seconds between periodic queries
sent by the snooping querier. The Query Interval must be a value in the range of 1 and
1800. The default value is 60.

5. Use Querier Expiry Interval(secs) to specify the time interval in seconds after which the
last querier information is removed. The Querier Expiry Interval must be a value in the range
of 60 and 300. The default value is 60.

Field Description

VLAN Ids Enabled For IGMP Snooping Querier Displays VLAN Ids enabled for IGMP snooping

querier.
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IGMP Snooping Querier VLAN Configuration

Use this page to configure IGMP queriers for use with VLANs on the network.

To access this page, click Switching > Multicast > IGMP Snooping > Querier VLAN
Configuration.

IGMP Snooping Querier VLAN Configuration

IGMP Snooping Querier VLAN Configuration @

Querier Dperatlonal
_ - - Last Last
Election Querier VLAN | Operational | Operational
VLAN ID . Querier | Querier
Participate | Address State Version Respunse
Address | Version
Mode Tlme

| - e ——

100 Enable 192.168.10.2 Dizable

To configure Querier VLAN settings:

1. To create a new VLAN ID for IGMP Snooping, select New Entry from the VLAN ID field
and complete the following fields. User can also set pre-configurable Snooping Querier

parameters.
* VLAN ID - Specifies the VLAN ID for which the IGMP Snooping Querier is to be
enabled.

* Querier Election Participate Mode - Enable or disable Querier Participate Mode.

* Disabled - Upon seeing another querier of the same version in the VLAN, the
snooping querier moves to the non-querier state.

* Enabled - The snooping querier participates in querier election, in which the least
IP address operates as the querier in that VLAN. The other querier moves to
non-querier state.

* Snooping Querier VLAN Address - Specify the Snooping Querier IP Address to be
used as the source address in periodic IGMP queries sent on the specified VLAN.

2. Click APPLY to apply the new settings to the switch. Configuration changes take effect
immediately

3. To disable Snooping Querier on a VLAN, select the VLAN ID and click DELETE.

4. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

5. Click REFRESH to update the page with the latest information from the switch.
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Field

Description

Operational State

Displays the operational state of the IGMP Snooping Querier on a VLAN. It can
be in any of the following states:

Querier: Snooping switch is the Querier in the VLAN. The Snooping switch
will send out periodic queries with a time interval equal to the configured
querier query interval. If the snooping switch sees a better querier in the
VLAN, it moves to non-querier mode.

Non-Querier: Snooping switch is in Non-Querier mode in the VLAN. If the
querier expiry interval timer is expires, the snooping switch will move into
querier mode.

Disabled: Snooping Querier is not operational on the VLAN. The Snooping
Querier moves to disabled mode when IGMP Snooping is not operational on
the VLAN or when the querier address is not configured or the network
management address is also not configured.

Operational Version

Displays the operational IGMP protocol version of the querier.

Last Querier Address

Displays the IP address of the last querier from which a query was snooped on
the VLAN.

Last Querier Version

Displays the IGMP protocol version of the last querier from which a query was
snooped on the VLAN.

Operational Max
Response Time

Displays maximum response time to be used in the queries that are sent by the
Snooping Querier.

Configuring Switching Information
166




ProSafe M5300 Switch

MLD Snooping

From the MLD Snooping link, you can access the following pages:

* MLD Snooping Configuration on page 167

*  MLD Snooping Interface Configuration on page 168

e MLD VLAN Configuration on page 169

e Multicast Router Configuration on page 170

*  Multicast Router VLAN Configuration on page 170

*  MLD Snooping Querier Configuration on page 171

*  MLD Snooping Querier VLAN Configuration on page 172

MLD Snooping Configuration

Use this menu to configure the parameters for MLD Snooping, which is used to build
forwarding lists for multicast traffic. Note that only a user with Read/Write access privileges
may change the data on this screen.

To access the MLD Snooping Configuration page, click Switching > Multicast > MLD
Snooping > Configuration.

MLD Snooping Configuration

MLD Snooping Configuration @
MLD Snooping Admin Mode @ Disable () Enable
Multicast Control Frame Count 0

Interfaces Enabled for MLD Snooping

VLAN IDs Enabled for MLD Snooping @

To configure global MLD snooping settings:

1. Use MLD Snooping Admin Mode to select the administrative mode for MLD Snooping
for the switch. The default is disable.

2. Click APPLY to apply the new settings to the switch. Configuration changes take effect
immediately

3. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Field Definition

Multicast Control Frame Count The number of multicast control frames that are processed by
the CPU.

Interfaces Enabled for MLD Snooping A list of all the interfaces currently enabled for MLD Snooping.

Data Frames Forwarded by the CPU The number of data frames forwarded by the CPU.

VLAN Ids Enabled For MLD Snooping Displays VLAN Ids enabled for MLD snooping.
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MLD Snooping Interface Configuration

To access the MLD Snooping Interface Configuration page, click Switching > Multicast >
MLD Snooping > Interface Configuration.

MLD Snooping Interface Configuration

MLD Snooping Interface Configuration

2 LAGS Al Go To Interface GO

Grou Present
- Max Response _ _
Expiration

P Time(secs)

Interface LR Membership

Mod
oce Interval(secs)

1/0/1 Disable 260 10 ] Disable
1/0/2 Disable 260 10 0 Dizable
1/0/3 Diisable 260 10 ] Diisable
1/0/4 Disable 260 10 0 Disable
1/0/5 Disable 260 10 0 Disable
1/0/6 Disable 260 10 0 Disable
1/0/7 Disable 260 10 0 Disable
1/o/a8 Disable 260 10 ] Disable
1/0/9 Disable 260 10 0 Disable
1/0/10 Disable 260 10 0 Disable
i 0044 o El Lo Tl ul 10 fal o El

1. Select the check box associated with each interface you want to configure. Select the
check box in the heading row to apply the same settings to all interfaces.

2. Use Admin Mode to select the interface mode for the selected interface for MLD Snooping

for the switch. The default is disable.

3. Use Group Membership Interval (secs) to specify the amount of time you want the switch

to wait for a report for a particular group on a particular interface before it deletes that

interface from the group. The valid range is from (2 to 3600) seconds. The configured value

must be greater than Max Response Time. The default is 260 seconds.

4. Use Max Response Time (secs) to specify the amount of time you want the switch to wait

after sending a query on an interface because it did not receive a report for a particular
group on that interface. Enter a value greater or equal to 1 and less than the Group

Membership Interval in seconds. The default is 10 seconds. The configured value must be

less than the Group Membership Interval.

5. Use Present Expiration Time to specify the amount of time you want the switch to wait to

receive a query on an interface before removing it from the list of interfaces with multicast

routers attached. Enter a value between 0 and 3600 seconds. The default is 0 seconds. A

value of zero indicates an infinite time-out, i.e. no expiration.

6. Use Fast Leave Admin mode to select the Fast Leave mode for the a particular interface

from the pull-down menu. The default is disable.

7. Click APPLY to apply the new settings to the switch. Configuration changes take effect
immediately

8. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to

the latest value of the switch.
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MLD VLAN Configuration

To access the MLD VLAN Configuration page, click Switching > Multicast > MLD Snooping >
MLD VLAN Configuration.

MLD VLAN Configuration

MLD VLAN Configuration

Fast
_ Group _ _
T T Admin Leav_e Membership Maximum } I"'Iuliflcasi_: Router
Mode Admin Response Time | Expiry Time
Mode Interval

100 Enable Enable 260 10 0

1. Use VLAN ID to set the VLAN IDs for which MLD Snooping is enabled.
2. Use Admin Mode to enable MLD Snooping for the specified VLAN ID.

3. Use Fast Leave Admin Mode to enable or disable the MLD Snooping Fast Leave Mode for
the specified VLAN ID.

4. Use Group Membership Interval to set the value for group membership interval of MLD
Snooping for the specified VLAN ID. Valid range is (Maximum Response Time + 1) to 3600.

5. Use Maximum Response Time to set the value for maximum response time of MLD
Snooping for the specified VLAN ID. Valid range is 1 to (Group Membership Interval - 1).lts
value should be less than group membership interval value.

6. Use Multicast Router Expiry Time to set the value for multicast router expiry time of MLD
Snooping for the specified VLAN ID. Valid range is 0 to 3600.

7. Click APPLY to apply the new settings to the switch. Configuration changes take effect
immediately

8. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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Multicast Router Configuration

To access the Multicast Router Configuration page, click Switching > Multicast > MLD
Snooping > Multicast Router Configuration.

Multicast Router Configuration

Multicast Router Configuration

2 LAGS All Go To Interface GO

- Multicast Router

1/0/1 Dizable
1/0/2 Disable
1/0/3 Disable
1/0/4 Disable
1/0/5 Disable
1/o0/6 Dizable
1/0/7 Disable
1/o0/8 Disable
1/0/9 Disable

1. Select the check box associated with each interface you want to configure. Select the
check box in the heading row to apply the same settings to all interfaces.

2. Use Multicast Router to enable or disable Multicast Router on the selected interface.

Multicast Router VLAN Configuration

To access the Multicast Router VLAN Configuration page, click Switching > Multicast > MLD
Snooping > Multicast Router VLAN Configuration.

Multicast Router VLAN Configuration

Multicast Router VLAN Configuration (T
Interface 1/0/1 El

Multicast Router VLAN Configuration (T

| | vLANID | Multicast Router

1. Use Interface to select the interface for which you want Multicast Router to be enabled.

2. Use VLAN ID to select the VLAN ID for which the Multicast Router Mode is to be Enabled or
Disabled.

3. Use Multicast Router to enable or disable the multicast router for the Vlan ID.

4. Click APPLY to apply the new settings to the switch. Configuration changes take effect
immediately

5. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.
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MLD Snooping Querier Configuration

Use this menu to configure the parameters for MLD Snooping Querier. Note that only a user
with Read/Write access privileges may change the data on this screen.

To access the MLD Snooping Querier Configuration page, click Switching > Multicast > MLD
Snooping > Querier Configuration.

MLD Snooping Querier Configuration

MLD Snooping Querier Configuration @

Querier Admin Mode @ Dizable Enable

Querier Address HH (zemcmaaaasn and i)
MLD Version 1

Query Interval (secs) 60 (1 te 1800)

Querier Expiry Interval (secs) 60 (60 to 300)

VLAN Ids Enabled for MLD Snooping Querier

1. Use Querier Admin Mode to select the administrative mode for MLD Snooping for the
switch. The default is disable.

2. Use Querier Address to specify the Snooping Querier Address to be used as source
address in periodic MLD queries. This address is used when no address is configured on
the VLAN on which query is being sent. The supported IPv6 formats are x:x:x:x:x:x:x:x and
X:X.

3. Use MLD Version to specify the MLD protocol version used in periodic MLD queries. MLD
queries.

4. Use Query Interval(secs) to specify the time interval in seconds between periodic queries
sent by the snooping querier. The Query Interval must be a value in the range of 1 and
1800. The default value is 60.

5. Use Querier Expiry Interval(secs) to specify the time interval in seconds after which the
last querier information is removed. The Querier Expiry Interval must be a value in the range
of 60 and 300. The default value is 60.

Field Description
VLAN Ids Enabled For MLD Snooping Querier Displays VLAN Ids enabled for MLD snooping
querier.
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MLD Snooping Querier VLAN Configuration

To access the MLD Snooping Querier VLAN Configuration page, click Switching > Multicast

> MLD Snooping > Querier VLAN Configuration.

MLD Snooping Querier VLAN Configuration

MLD Snooping Querier VLAN Configuration @

Querier Operational

Last Last

Election Querier VLAN Operational | Operational Max
Participate | Address Version

Querier | Querier

R
Address | Version SEEE

VLAN ID - Specifies the VLAN ID on which MLD Snooping Querier is administratively
enabled and VLAN exists in the VLAN database.

Use Querier Election Participate Mode to enable or disable the MLD Snooping Querier
participate in election mode. When this mode is disabled, up on seeing other querier of
same version in the vlan, the snooping querier move to non querier state. Only when this
mode is enabled, the snooping querier will participate in querier election where in the least IP
address will win the querier election and operates as the querier in that VLAN. The other
querier moves to non-querier state.

Use Querier VLAN Address to specify the Snooping Querier Address to be used as source
address in periodic MLD queries sent on the specified VLAN.

Field Description

Operational State Specifies the operational state of the MLD Snooping Querier on a VLAN. It

can be in any of the following states:

* Querier: Snooping switch is the Querier in the VLAN. The Snooping
switch will send out periodic queries with a time interval equal to the
configured querier query interval. If the snooping switch sees a better
querier in the VLAN, it moves to non-querier mode.

* Non-Querier: Snooping switch is in Non-Querier mode in the VLAN. If
the querier expiry interval timer is expires, the snooping switch will
move into querier mode.

» Disabled: Snooping Querier is not operational on the VLAN. The
Snooping Querier moves to disabled mode when MLD Snooping is not
operational on the VLAN or when the querier address is not configured
or the network management address is also not configured.

Operational Version

Displays the operational MLD protocol version of the querier.

Last Querier Address

Displays the IP address of the last querier from which a query was
snooped on the VLAN.

Last Querier Version

Displays the MLD protocol version of the last querier from which a query

was snooped on the VLAN.

Operational Max Response
Time

Displays maximum response time to be used in the queries that are sent
by the Snooping Querier.
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MVR Configuration

IGMP snooping helps limit multicast traffic when member ports are in the same VLAN;
however, when ports belong to different VLANs, a copy of the multicast stream is sent to
each VLAN that has member ports in the multicast group. MVR eliminates the need to
duplicate the multicast traffic when multicast group member ports belong to different VLANSs.

MVR uses a dedicated multicast VLAN to forward multicast traffic over the L2 network. Only
one MVLAN can be configured per switch, and it is used only for certain multicast traffic, such
as traffic from an IPTV application, to avoid duplication of multicast streams for clients in
different VLANSs. Clients can dynamically join or leave the mutlicast VLAN without interfering
with their membership in other VLANSs.

MVR, like IGMP Snooping, allows a layer 2 switch to listen to IGMP messages to learn about
multicast group membership.

From the MVR Configuration link under the Switching tab, you can configure the MVR
settings.

From the MVR Configuration link, you can access the following links:

* Basic on page 173
e Advanced on page 174

Basic

From the Basic link, you can access the following pages:

*  MVR Configuration on page 173

MVR Configuration

To display the MVR Configuration page, click Switching > MVR > Basic > MVR
Configuration. A screen similar to the following displays.

MVR Configuration

MVR Configuration @

MVR Running Dizable |»

MVR Multicast Vlan 1 (1 to 4033)
MVR Max Multicast Groups 256

MVR Current Multicast Groups o

MVR Global query response time 5 (1 to 100)
MVR Mode compatible [«

1. Use MVR Running to Enable or Disable the MVR feature. The factory default is
Disable.

2. Use MVR multicast to specify the VLAN on which MVR multicast data will be received.
All source ports belong to this VLAN. The value can be set in a range of 1 to 4093. The
default value is 1.
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Field Definition

MVR Max Multicast Groups Displays the maximum number of multicast groups that MVR supports.
MVR Current Multicast Groups Displays current number of the MVR groups allocated.

3. Use MVR Global query response time to set the maximum time to wait for the IGMP

4.

reports membership on a receiver port. This time applies only to receiver-port leave
processing. When an IGMP query is sent from a receiver port, the switch waits for the
default or configured MVR querytime for an IGMP group membership report before
removing the port from the multicast group membership. The value is equal to the tenths of
second. The range is from 1 to 100 tenths. The factory default is 5 tenths or one-half.

Use MVR Mode to specify the MVR mode of operation. The factory default is compatible.

Advanced

From the Advanced link, you can access the following pages:

MVR Group Configuration on page 174
MVR Interface Configuration on page 175
MVR Group Membership on page 176
MVR Statistics on page 176

MVR Group Configuration

To display the MVR Group Configuration page, click Switching > MVR > Advanced > MVR
Group Configuration. A screen similar to the following displays.

MVR Group Configuration

MVR Group Configuration

| | mvRGroup 1P Status [ Members |

1. Use the MVR Group IP to specify the IP Address for the new MVR group.

2. Click ADD to add a new MVR group.

3. Click DELETE to delete a selected MVR group.

4. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

Field Definition

Status Displays the status of the specific MVR group.

Members Displays the list of ports that participate in the specific MVR group.
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MVR Interface Configuration

To display the MVR Interface Configuration page, click Switching > MVR > Advanced > MVR
Interface Configuration. A screen similar to the following displays.

MVR Interface Configuration
MVR Interface Configuration @
All Go To Interface
Imm
O 11 B - -
0 on Dizable none Dizable ACTIVE/InWLAN
] or=z Disable none Disable INACTIVE/InWLAN
O o3 Disable none Disable ACTIVE/INVLAN
] ore Dizable none Dizable INACTIVE/InWLAN
O  oss Dizable none Dizable INACTIVE/INVLAN
] aofe Dizable none Dizable INACTIVE/INWLAN
O o7 Disable nane Disable INACTIVE/InWLAN
] ofs Dizable none Disable INACTIVE/INVLAN
] o Dizable none Dizable ACTIVE/InWLAN
1 o/10 Dizable none Dizable INACTIVE/INVLAN
0 o/ Dizable none Dizable INACTIVE/INWLAN
[] ofz Disable none Disable INACTIVE/InWLAN
All Go To Interface GO

1. Use Interface to specify the interface you want to configure.
2. Use Admin Mode to Enable or Disable MVR on a port. The factory default is Disable.

3. Use Type to configure the port as an MVR receiver port or a source port. The default port
type is none.

4. Use Immediate Leave to Enable or Disable the Immediate Leave feature of MVR on a
port. The factory default is Disable.

5. Click REFRESH to refresh the web page to show the latest MVR interface configuration.

6. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

7. Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

Field Definition

Status Displays the status of the specific port.
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MVR Group Membership

To display the MVR Configuration page, click Switching > MVR > Advanced > MVR Group
Membership. A screen similar to the following displays.

MVR Group Membership

MVR Group Membership 7
r | Unit1

1. Use the Group IP to specify the IP multicast address of the MVR group for which you
want to display or configure data.

2. Use the Port List to shows the configured list of members of the selected MVR group. You
can use this port list to add the ports you selected to this MVR group.

3. Click CANCEL to cancel the configuration on the screen and reset the data on the screen.

4. Click APPLY to send the updated configuration to the switch. Configuration changes take
effect immediately.

MVR Statistics

To display the MVR Configuration page, click Switching > MVR > Advanced > MVR
Statistics. A screen similar to the following displays.

Statistics

Mvr Statistics &
IGMP Query Received
IGMP Report V1 Received
IGMP Report V2 Received
IGMP Leave Recsivad
IGMP Query Transmitted
IGMP Report V1 Transmitted
IGMP Report V2 Transmitted
IGMP Leave Transmitted

IGMP Packst Receive Failuras

o o o o o o o o o O

IGMP Packet Transmit Failures

Click REFRESH to refresh the web page to show the latest MVR statistics.

Field Definition

IGMP Query Received Displays the number of received IGMP Queries.
IGMP Report V1 Received Displays the number of received IGMP Reports V1.
IGMP Report V2 Received Displays the number of received IGMP Reports V2.
IGMP Leave Received Displays the number of received IGMP Leaves.
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Field Definition

IGMP Query Transmitted Displays the number of transmitted IGMP Queries.
IGMP Report V1 Transmitted Displays the number of transmitted IGMP Reports V1.
IGMP Report V2 Transmitted Displays the number of transmitted IGMP Reports V2.
IGMP Leave Transmitted Displays the number of transmitted IGMP Leaves.
IGMP Packet Receive Failures Displays the number of IGMP packet receive failures.
IGMP Packet Transmit Failures Displays the number of IGMP packet transmit failures.

Address Table

From the Address Table link, you can access the following pages:

* Basicon page 177
* Advanced on page 179

Basic

From the Basic link, you can access the following pages:

* Address Table on page 177

Address Table

This table contains information about unicast entries for which the switch has forwarding
and/or filtering information. This information is used by the transparent bridging function in
determining how to propagate a received frame.

To display the Address Table page, click Switching > Address Table> Basic > Address
Table.

Address Table
MAC Address Table @
Search By WLAN ID [=] GO
Total MAC Addresses 7
1 00:0F:FE:00:8E:76 1/0/1 Learned
1 00:16:9C:E1:D8:00 1/0/1 Learned
1 00:19:E7:D3:82:2D 1/0/1 Learned
1 00:1A:AD: 1A:94:FA 1/0/1 Learned
1 00:C0:05:01:98:05 1/0/1 Learned
1 2C:B0:50:91:F6:F0 0/5/1 Management
1 C0:3F:0E:90:29:62 1/0/1 Learned
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1. Use Search By to search for MAC Addresses by MAC Address, VLAN ID, and port:

e Searched by MAC Address - Select MAC Address from pull-down menu, enter the 6
byte hexadecimal MAC Address in two-digit groups separated by colons, for example
01:23:45:67:89:AB. Then click on the “Go” button. If the address exists, that entry will
be displayed as the first entry followed by the remaining (greater) mac addresses. An
exact match is required.

e Searched by VLAN ID - Select VLAN ID from pull-down menu, enter the VLAN ID, for
example 100. Then click on the “Go” button. If the address exists, the entry will be
displayed as the first entry followed by the remaining (greater) mac addresses.

* Searched by Port - Select Port from pull-down menu, enter the port ID in
Unit/Slot/Port, for example 2/1/1. Then click on the “Go” button. If the address exists,
the entry will be displayed as the first entry followed by the remaining (greater) mac
addresses.

2. Click Go to initiate the search.

Field Description

Total MAC Address Displaying the number of total MAC addresses
learned or configured.

MAC Address A unicast MAC address for which the switch has
forwarding and/or filtering information. The format is
a 6 byte MAC Address that is separated by colons,
for example 01:23:45:67:89:AB.

VLAN ID The VLAN ID associated with the MAC Address.
Port The port upon which this address was learned.
Status The status of this entry. The meanings of the values

are:

» Static: the value of the corresponding instance
was added by the system or a user and cannot
be relearned.

* Learned: the value of the corresponding instance
was learned, and is being used.

+ Management: the value of the corresponding

instance is also the value of an existing instance
of dot1dStaticAddress.
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Advanced

From the Advanced link, you can access the following pages:

* Dynamic Addresses on page 179
* Address Table on page 177
e Static MAC Address on page 180

Dynamic Addresses

This page allows the user to set the Address Aging Interval for the specified forwarding
database.

To display the Address Table page, click Switching > Address Table> Advanced > Dynamic
Addresses.

Dynamic Address Table

Dynamic Address Table (@

Address Aging Timeout (seconds) 300 (10 to 1000000)

1. Use Address Aging Timeout (seconds) to specify the time-out period in seconds for
aging out dynamically learned forwarding information. 802.1D-1990 recommends a
default of 300 seconds. The value may be specified as any number between 10 and
1000000 seconds. The factory default is 300.

2. Click APPLY to update the switch with the changes.
3. Click CANCEL to abandon the changes.
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Static MAC Address

Use this page to configure static MAC addresses in the MAC address table. Each static MAC
address can be associated with one or more interfaces and VLANSs. Unlike dynamic MAC
addresses in the MAC address table, static MAC addresses do not age out.

To display the Static MAC Address page, click Switching > Address Table> Advanced >
Static MAC Address.

Static MAC Address Configuration
Port List @

Interface 1/0/1 El

Static MAC Address Table @

|| static MAC Address VLAN ID

D4:BE:DS:3A:90:53 200

1. Use Interface to select the physical interface/LAGs for which you want to configure a
MAC address or display data.

Use the Static MAC Address to input the MAC address to be added
Select the VLAN ID associated with the MAC address.
Click ADD to add a new static MAC address to the switch.

To delete a static MAC address from the table, select the check box associated with the
entry to remove and click DELETE.

6. Click CANCEL to cancel the configuration on the screen and reset the data on the screen to
the latest value of the switch.

o oD
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Ports

The pages on the Ports tab allow you to view and monitor the physical port information for the
ports available on the switch. From the Ports link, you can access the following pages:

e Port Configuration on page 181
*  Port Description on page 182

Port Configuration

Use the Port Configuration page to configure the physical interfaces on the switch.

To access the Port Configuration page, click Switching > Ports > Port Configuration.

Port Configuration

Port Configuration

2 LAGS All Go To Port

Admin LACP .
. STP mode Phys“:al Mode

|:| U'Dfl Norrnal Enable Enable Enable Auto
[7] 1/o0/2  MNormal Enable Enable Enable Auto
[ | 1/0/3  Normal Enable Enable Enable Auto
[7] 1/0/4  MNormal Enable Enable Enable Auto
[ 1/0/5 | Nermal Enable Enable Enable Auto
[7] 1/0/6 wNormal Enable Enable Enable Auto
[ 1067 MNormal Enable Enable Enable Auto
[71 1/o/8  Normal Enable Enable Enable Auto
] ' 1/o/9 MNormal Enable Enable Enable Auto

GO
- = = Maximum Frame
Physical Status | Link Status | Link Trap m

1000 Mbps Link Up Enable 1518 n |
Unknown Link Down Enable 1518 2
Unknown Link Down Enable 1518 3
Unknown Link Down Enable 1518 4
Unknown Link Down Enable 1518 5
Unknown Link Down Enable 1518 6
Unknown Link Down Enable 1518 7
Unknown Link Down Enable 1518 8
Unknown Link Down Enable 1518 9
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To configure port settings:

1.

Select the check box associated with each Port to configure, or select the check box in
the header row to apply the same settings to all ports.

Use STP Mode to select the Spanning Tree Protocol Administrative Mode for the port or
LAG. The possible values are:

* Enable -Select this to enable the Spanning Tree Protocol for this port.
* Disable -Select this to disable the Spanning Tree Protocol for this port.

Use the Admin Mode pull-down menu to select the Port control administration state. You
must select enable if you want the port to participate in the network. The factory default is
enabled.

Use LACP Mode to select the Link Aggregation Control Protocol administration state. The
mode must be enabled in order for the port to participate in Link Aggregation. May be
enabled or disabled by selecting the corresponding line on the pull-down entry field. The
factory default is enabled.

Use the Physical Mode pull-down menu to select the port's speed and duplex mode. If you
select auto the duplex mode and speed will be set by the auto-negotiation process. Note
that the port's maximum capability (full duplex and speed) will be advertised. Otherwise, your
selection will determine the port's duplex mode and transmission rate. The factory default is
auto.

Use Link Trap to determine whether to send a trap when link status changes. The factory
default is enabled.

Use Maximum Frame Size to specify the maximum Ethernet frame size the interface
supports or is configured, including ethernet header, CRC, and payload (1518 to 9216). The
default maximum frame size is 1518.

Click CANCEL to abandon the changes.

Click APPLY to update the switch with the values you entered. If you want the switch to
retain the new values across a power cycle you must perform a save.

Field Description

Port Type For normal ports this field will be “normal.” Otherwise the possible values are:

* Mirrored - The port is a mirrored port on which all the traffic will be copied
to the probe port.

* Probe - Use this port to monitor mirrored port.

*  Trunk Number - The port is a member of a Link Aggregation trunk. Look at
the LAG screens for more information.

Physical Status Indicates the port speed and duplex mode.

Link Status Indicates whether the Link is up or down.

ifindex The ifiIndex of the interface table entry associated with this port.

Port Description

This screen configures and displays the description for all ports in the box.
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To access the Port Description page, click Switching > Ports > Port Description.

Port Description

Port Description @

2 LAGS Aall Go To Port

Pl:lrtLlst
Port Dx ti MAC Add ifind
u u:c-nnec:ts to RTR3 2C:B0:5D:91:F6:F2

[¥] | 1f0/1 connects to RTR3 2C:B0:5D:91:F6:F2 1 1
Ol 1/o/2 2C:B0:5D:91:F6:F2 2 2
0 | 1/o/3 2C:B0:5D9LFe:F2 3 3
] 1/o/4 2C:B0:5D:91:F6:F2 4 4
| 1/o/5 2C:B0:5D:91:F6:F2 5 3
[ | 1/o/e 2C:B0:5D:91:F6:F2 6 1
E 0 1/0/7 2C:B0:5D:91:F6:F2 7 7
] 1fo/8 2C:B0:5D:91:Fe:F2 8 8
[ 1/o/ 2C:B0:5D:91:F6:F2 9 9
[ 1fof10 2C:B0:5D:91:F6:F2 10 i0
]| 1/0/11 2C:B0:50:91:F6:F2 11 11

1. Select the check box associated with each Port to configure, or select the check box in
the header row to apply the same settings to all ports.

2. Use Port Description to enter the description string to be attached to a port. It can be up to
64 characters in length.

3. Click CANCEL to abandon the changes.

4. Click APPLY to update the switch with the values you entered. If you want the switch to
retain the new values across a power cycle you must perform a save.

Field Description

Port Selects the interface for which data is to be displayed or configured.

MAC Address Displays the physical address of the specified interface.

PortList Bit Offset Displays the bit offset value which corresponds to the port when the MIB
object type PortList is used to manage in SNMP.

ifindex Displays the interface index associated with the port.
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Link Aggregation Groups

Link aggregation groups (LAGs), which are also known as port-channels, allow you to
combine multiple full-duplex Ethernet links into a single logical link. Network devices treat the
aggregation as if it were a single link, which increases fault tolerance and provides load
sharing. You assign the LAG VLAN membership after you create a LAG. The LAG by default
becomes a member of the management VLAN.

A LAG interface can be either static or dynamic, but not both. All members of a LAG must
participate in the same protocols. A static port-channel interface does not require a partner
system to be able to aggregate its member ports.

Static LAGs are supported. When a port is added to a LAG as a static member, it neither
transmits nor receives LACPDUSs.

From the LAGs link, you can access the following pages:

* LAG Configuration on page 184
e LAG Membership on page 186

LAG Configuration

Use the LAG (Port Channel) Configuration page to group one or more full-duplex Ethernet
links to be aggregated together to form a link aggregation group, which is also known as a
port-channel. The switch treats the LAG as if it were a single link.

To access the LAG Configuration page, click Switching > LAG > LAG Configuration.

LAG Configuration

LAG Configuration

.E Admln Mude HBSh Hude
chi

chi Iag 1 Enable 3 Src/Dest MAC, VLAN, EType, incoming port
ch2 lag 2 Enable 3 SrofDest MAC, VLAN, EType, incoming port
ch3 lag 3 Enable 3 Sro/Dest MAC, VLAN, EType, incoming port

Configured Active | LAG Local Preference
STP Mod Static Mod Link T|

LI - 1NN

Enable Dizable Dizable 1/0/e, 1/0/7, 1/0/8 DOWN | Dizable
Enable Disable Disable DOWN Disable
Enable Dizable Dizable DOWN | Disable
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To configure LAG settings:

1.

Use LAG Name to enter the name you want assigned to the LAG. You may enter any
string of up to 15 alphanumeric characters. A valid name has to be specified in order to
create the LAG.

Use Hash Mode to select the load-balancing mode used on a port-channel (LAG). Traffic is
balanced on a port-channel (LAG) by selecting one of the links in the channel over which to
transmit specific packets. The link is selected by creating a binary pattern from selected
fields in a packet, and associating that pattern with a particular link:

e Src MAC,VLAN,EType,incoming port - Source MAC, VLAN, EtherType, and
incoming port associated with the packet.

* Dest MAC,VLAN,EType,incoming port -Destination MAC, VLAN, EtherType, and
incoming port associated with the packet.

e Src/Dest MAC,VLAN,EType,incoming port - Source/Destination MAC, VLAN,
EtherType, and incoming port associated with the packet.

e Src IP and Src TCP/UDP Port fields - Source IP and Source TCP/UDP fields of the
packet.

* DestIP and Dest TCP/UDP Port fields - Destination IP and Destination TCP/UDP Port
fields of the packet.

e Src/Dest IP and TCP/UDP Port Fields - Source/Destination IP and source/destination
TCP/UDP Port fields of the packet.

* Enhanced hashing mode - Features MODULO-N operation based on the number of
ports in the LAG, non-Unicast traffic and unicast traffic hashing using a common hash
algorithm, excellent load balancing performance, and packet attributes selection
based on the packet type:

e For L2 packets, source and destination MAC address are used for hash
computation.

* For L3 packets, source IP, destination IP address, TCP/UDP ports are used.

Use Link Trap to specify whether you want to have a trap sent when link status changes.
The factory default is enable, which will cause the trap to be sent.

Use Admin Mode to select enable or disable from the pull-down menu. When the LAG is
disabled no traffic will flow and LACPDUs will be dropped, but the links that form the LAG
will not be released. The factory default is enable.

Use STP Mode to enable or disable the Spanning Tree Protocol Administrative Mode
associated with the LAG. The possible values are:

* Disable - Spanning tree is disabled for this LAG.
e Enable - Spanning tree is enabled for this LAG.

Use Static Mode to select enable or disable from the pull-down menu. When the LAG is
enabled it does not transmit or process received LACPDUs i.e. the member ports do not
transmit LACPDUs and all the LACPDUs it may receive are dropped. The factory default is
disable.

Click APPLY to update the switch with the changes.

Click DELETE to remove the currently selected configured LAG. All ports that were
members of this LAG are removed from the LAG and included in the default VLAN.
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Field Description

LAG Description A description string attached to a LAG..

LAG ID Identification of the LAG.

LAG State Indicates whether the Link is up or down.

Configured Ports Indicate the ports that are members of this port-channel

Active Ports Indicates the ports that are actively participating in the port-channel.
LAG Membership

Use the LAG Membership page to select two or more full-duplex Ethernet links to be
aggregated together to form a link aggregation group (LAG), which is also known as a

port-channel. The switch can treat the port-channel as if it were a single link.

To access the LAG Membership page, click Switching > LAG > LAG Membership. The

following figure shows LAG 1 with ports 6, 7, and 8 as members.

LAG Membership

LAG Membership
LAG ID Lag 1

LAG Description

Admin Mode Enable El Link Trap

STP Mode Enable [w] Static Mode | Disable [ ]
Hash Mode Sro/Dest MAC, VLAN, EType, incoming port E|

Port Selection Table

T Unit 1
Port 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

AR AR
25 26 27 28

b Unit 2

To configure LAG Membership information:

1. Use LAG ID to select the identification of the LAG.

2. Use LAG Name to enter the name you want assigned to the LAG. You may enter any string
of up to 15 alphanumeric characters. A valid name has to be specified in order to create the

LAG.
3. Use LAG Description to enter the Description string to be attached to a LAG. It can be up

to 64 characters in length.

4. Use Admin Mode to select enable or disable from the pull-down menu. When the LAG is
disabled no traffic will flow and LACPDUs will be dropped, but the links that form the LAG

will not be released. The factory default is enable.
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Use Link Trap to specify whether you want to have a trap sent when link status changes.
The factory default is enable, which will cause the trap to be sent.

Use STP Mode to enable or disable the Spanning Tree Protocol Administrative Mode
associated with the LAG. The possible values are:

* Disable - Spanning tree is disabled for this LAG.

* Enable - Spanning tree is enabled for this LAG.

Use Static Mode to select enable or disable from the pull-down menu. When the LAG is
enabled it does not transmit or process received LACPDUs i.e. the member ports do not
transmit LACPDUs and all the LACPDUs it may receive are dropped. The factory default is
disable.

Use Hash Mode to select the load-balancing mode used on a port-channel (LAG). Traffic is
balanced on a port-channel (LAG) by selecting one of the links in the channel over which to
transmit specific packets. The link is selected by creating a binary pattern from selected
fields in a packet, and associating that pattern with a particular link:

* Src MAC,VLAN,EType,incoming port - Source MAC, VLAN, EtherType, and
incoming port associated with the packet.

* Dest MAC,VLAN,EType,incoming port - Destination MAC, VLAN, EtherType, and
incoming port associated with the packet.

e Src/Dest MAC,VLAN,EType,incoming port - Source/Destination MAC, VLAN,
EtherType, and incoming port associated with the packet.

e Src IP and Src TCP/UDP Port fields - Source IP and Source TCP/UDP fields of the
packet.

e DestIP and Dest TCP/UDP Port fields - Destination IP and Destination TCP/UDP Port
fields of the packet.

e Src/Dest IP and TCP/UDP Port fields - Source/Destination IP and source/destination
TCP/UDP Port fields of the packet.

* Enhanced Hashing mode - Features MODULO-N operation based on the number of
ports in the LAG, non-Unicast traffic and unicast traffic hashing using a common hash
algorithm, excellent load balancing performance, and packet attributes selection
based on the packet type:

- For L2 packets, source and destination MAC address are used for hash
computation.

- For L3 packets, source IP, destination IP address, TCP/UDP ports are used.
Use the Port Selection Table to select the ports as members of the LAG.
Click CANCEL to abandon the changes.

Click APPLY to update the switch with the values you entered. If you want the switch to
retain the new values across a power cycle you must perform a save.
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Routing

The Routing tab contains links to the following features:

Routing Table on page 189

IP on page 193

IPv6 on page 201

IPv6 on page 201 (Licensed Feature)

ARP on page 220

RIP on page 225 (Licensed Feature)

OSPF on page 232 (Licensed Feature)
OSPFv3 on page 257 (Licensed Feature)
Router Discovery on page 279 (Licensed Feature)
VRRP on page 280 (Licensed Feature)
Multicast on page 286 (Licensed Feature)
IPv6 Multicast on page 313 (Licensed Feature)

Note: Some routing features are available only when a valid license is
installed.

Routing Table

The Routing Table collects routes from multiple sources: static routes, RIP routes, OSPF
routes, and local routes. The Routing Table may learn multiple routes to the same destination
from multiple sources. The Routing Table lists all routes.

From the Routing Table link, you can access the following pages:

Basic on page 190
Advanced on page 192
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Basic

From the Basic link, you can access the following pages:

Route Configuration on page 190

Route Configuration

To display the Route Configuration page, click Routing > Routing Table> Basic > Route
Configuration.

Route Ciraris Next Hop IP Preference Description
Type Address Address L
Next
Network Rout: Next H
etwor Subnet Mask Protocol oute & e Hop IP Preference Metric
Address Type Interface
Address
1] 1
(1] 1

Route Configuration

Configure Routes @

Learned Routes

2.2.2.0 255.255.255.0 Local Connected loopbackD 2.2.2.2
3.3.3.0 255.255.255.0 Local Connected loopbackl 2.3.3.3

Route Configuration

1.

Use the Route Type field to specify default or static. If creating a default route, all that
needs to be specified is the next hop IP address, otherwise each field needs to be
specified.

Network Address displays the IP route prefix for the destination.

Subnet Mask indicates the portion of the IP interface address that identifies the attached
network. This is also referred to as the subnet/network mask.

Next Hop IP Address displays the outgoing router IP address to use when forwarding traffic
to the next router (if any) in the path towards the destination. The next router will always be
one of the adjacent neighbors or the IP address of the local interface for a directly attached
network.

Preference displays an integer value from (1 to 255). The user can specify the preference
value (sometimes called “administrative distance”) of an individual static route. Among routes
to the same destination, the route with the lowest preference value is the route entered into
the forwarding database. By specifying the preference of a static route, the user controls
whether a static route is more or less preferred than routes from dynamic routing protocols.
The preference also controls whether a static route is more or less preferred than other static
routes to the same destination.

Use Identifier to specify the description of this route that identifies the route.
Click ADD to add a new static route entry to the switch.
Click DELETE to delete a existing static route entry from the switch.
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Field Description

Route Type This field can be either default or static. If creating a default route, all that needs
to be specified is the next hop IP address, otherwise each field needs to be
specified.

Network Address The IP route prefix for the destination.

Subnet Mask

Also referred to as the subnet/network mask, this indicates the portion of the IP
interface address that identifies the attached network.

Protocol

This field tells which protocol created the specified route. The possibilities are
one of the following:

* Local

» Static
+ OSPF
* RIP

Next Hop IP Address

The outgoing router IP address to use when forwarding traffic to the next router
(if any) in the path towards the destination. The next router will always be one of
the adjacent neighbors or the IP address of the local interface for a directly
attached network.

Next Hop Interface

The outgoing router interface to use when forwarding traffic to the destination.

Metric

Administrative cost of the path to the destination. If no value is
entered, default is 1. The range is 0 - 255.

Preference

The preference is an integer value from (0 to 255). The user can
specify the preference value (sometimes called “administrative
distance”) of an individual static route. Among routes to the same
destination, the route with the lowest preference value is the
route entered into the forwarding database. By specifying the
preference of a static route, the user controls whether a static
route is more or less preferred than routes from dynamic routing
protocols. The preference also controls whether a static route is
more or less preferred than other static routes to the same
destination.

Click REFRESH to refresh the web page to show the latest learned routes.
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Advanced

From the Advanced link, you can access the following pages:

* Route Configuration on page 190
* Route Preferences on page 192

Route Preferences

Use this panel to configure the default preference for each protocol, e.g., 60 for static routes,
120 for RIP. These values are arbitrary values in the range of 1 to 255 and are independent of
route metrics. Most routing protocols use a route metric to determine the shortest path known
to the protocol, independent of any other protocol.

The best route to a destination is chosen by selecting the route with the lowest preference
value. When there are multiple routes to a destination, the preference values are used to
determine the preferred route. If there is still a tie, the route with the best route metric will be
chosen. To avoid problems with mismatched metrics (i.e., RIP and OSPF metrics are not
directly comparable) you must configure different preference values for each of the protocols.

To display the Route Preferences page, click Routing > Routing Table> Advanced > Route
Preferences.

Route Preferences

Route Preferences
Local 0

Static 1 (1 to 235)

1. Use Static to specify the static route preference value in the router. The default value is
1. The range is 1 to 255.

2. Click APPLY to update the switch with the changes.
3. Click CANCEL to abandon the changes.

Field Description

Local This field displays the local route preference value.
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The IP folder contains links to the following web pages that configure and display IP routing
data:

* Basic on page 193
* Advanced on page 197

Basic

From the Basic link, you can access the following pages:

e |P Configuration on page 193
e Statistics on page 194

IP Configuration
Use this menu to configure routing parameters for the switch, as opposed to an interface.

To display the IP Configuration page, click Routing > IP> Basic > IP Configuration.

IP Configuration
IP Configuration (@)
Default Time to Live 64
Routing Mode Enable i@ Disable
ICMP Echo Replies @ Enable Dizable
ICMP Redirects Enable @ Disable
ICMP Rate Limit Interval 1000 (D to 2147483647 ms)
ICMP Rate Limit Burst Size 100 {1 to 200)
Maximum Next Hops 4
Maximum Routes 224
Salact to configure Global Default Gateway
Global Default Gateway 0.0.0.0

To configure global IP routing:

1. Use Routing Mode to select enable or disable. You must enable routing for the switch
before you can route through any of the interfaces. The default value is disable.

2. Use ICMP Echo Replies to select enable or disable. If it is enable then only the router can
send ECHO replies. By default ICMP Echo Replies are sent for echo requests.

3. Use ICMP Redirects to select enable or disable. If it is enabled globally and on interface
level then only the router can send ICMP Redirects.

4. Use ICMP Rate Limit Interval to control the ICMP error packets by specifying the number
of ICMP error packets that are allowed per burst interval. By default, Rate limit is 100
packets/sec i.e., burst interval is 1000 msec. To disable ICMP Rate limiting, set this field to
'0". Valid Rate Interval must be in the range 0 to 2147483647.
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5. Use ICMP Rate Limit Burst Size to control the ICMP error packets by specifying the
number of ICMP error packets that are allowed per burst interval. By default, burst size is
100 packets. When burst interval is 0 then configuring this field is not a valid operation. Valid
Burst Size must be in the range 1 to 200.

Field Description

Default Time to Live The default value inserted into the Time-To-Live field of the IP header
of datagrams originated by the switch, if a TTL value is not supplied by
the transport layer protocol.

Maximum Next Hops The maximum number of hops supported by the switch. This is a
compile-time constant.

Statistics
The statistics reported on this screen are as specified in RFC 1213.

To display the Statistics page, click Routing > IP> Basic > Statistics. The following screen
shows some, but not all of the IP statistics available.

IP Statistics

IP Statistics (@
IpInReceives 21251
IpInHdrErrors
IpInAddrErrors
IpForwDatagrams

IpInUnknownProtos

o o o o o

IpInDiscards
IpInDelivers 21251
IpOutRequests 28977
IpOutDiscards
IpOutNoRoutes
IpReasmTimeout
IpReasmReqds
IpReasmOKs
IpReasmFails
IpFragOKs
IpFragFails
IpFragCreates
IpRoutingDiscards
IcmpInMsgs
IcmpInErrors
IcmpInDestUnreachs
IcmpInTimeExcds
IcmpInParmProbs

IcmpInSrcQuenchs

o o o o = o w o o o o o o o o o O

IcmplInReadiracts
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Field

Description

IpInReceives

The total number of input datagrams received from interfaces, including
those received in error.

IpInHdrErrors

The number of input datagrams discarded due to errors in their IP headers,
including bad checksums, version number mismatch, other format errors,
time-to-live exceeded, errors discovered in processing their IP options, etc.

IpInAddrErrors

The number of input datagrams discarded because the IP address in their IP
header's destination field was not a valid address to be received at this entity.
This count includes invalid addresses (e.g., 0.0.0.0) and addresses of
unsupported Classes (e.g., Class E). For entities which are not IP Gateways
and therefore do not forward datagrams, this counter includes datagrams
discarded because the destination address was not a local address.

IpForwDatagrams

The number of input datagrams for which this entity was not their final IP
destination, as a result of which an attempt was made to find a route to
forward them to that final destination. In entities which do not act as IP
Gateways, this counter will include only those packets which were
Source-Routed via this entity, and the Source-Route option processing was
successful.

IpInUnknownProtos

The number of locally-addressed datagrams received successfully but
discarded because of an unknown or unsupported protocol.

IpInDiscards

The number of input IP datagrams for which no problems were encountered
to prevent their continued processing, but which were discarded (e.g., for
lack of buffer space). Note that this counter does not include any datagrams
discarded while awaiting re-assembly.

IpInDelivers

The total number of input datagrams successfully delivered to IP
user-protocols (including ICMP).

IpOutRequests

The total number of IP datagrams which local IP user-protocols (including
ICMP) supplied to IP in requests for transmission. Note that this counter
does not include any datagrams counted in ipForwDatagrams.

IpOutDiscards

The number of output IP datagrams for which no problem was encountered
to prevent their transmission to their destination, but which were discarded
(e.g., for lack of buffer space). Note that this counter would include
datagrams counted in ipForwDatagrams if any such packets met this
(discretionary) discard criterion.

IpOutNoRoutes

The number of IP datagrams discarded because no route could be found to
transmit them to their destination. Note that this counter includes any packets
counted in ipForwDatagrams which meet this "no-route' criterion. Note that
this includes any datagrams which a host cannot route because all of its
default gateways are down.

IpPReasmTimeout

The maximum number of seconds which received fragments are held while
they are awaiting reassembly at this entity.

IpPReasmReqds The number of IP fragments received which needed to be reassembled at
this entity.
IpPReasmOKs The number of IP datagrams successfully re-assembled.
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Field

Description

IpReasmFails

The number of failures detected by the IP re-assembly algorithm (for
whatever reason: timed out, errors, etc). Note that this is not necessarily a
count of discarded IP fragments since some algorithms can lose track of the
number of fragments by combining them as they are received.

IpFragOKs

The number of IP datagrams that have been successfully fragmented at this
entity.

IpFragFails

The number of IP datagrams that have been discarded because they needed
to be fragmented at this entity but could not be, e.g., because their Don't
Fragment flag was set.

IpFragCreates

The number of IP datagram fragments that have been generated as a result
of fragmentation at this entity.

IpRoutingDiscards

The number of routing entries which were chosen to be discarded even
though they are valid. One possible reason for discarding such an entry
could be to free-up buffer space for other routing entries.

IcmplnMsgs

The total number of ICMP messages which the entity received. Note that this
counter includes all those counted by icmplInErrors.

IcmpInErrors

The number of ICMP messages which the entity received but determined as
having ICMP-specific errors (bad ICMP checksums, bad length, etc.).

IcmplnDestUnreachs

The number of ICMP Destination Unreachable messages received.

lcmpInTimeExcds

The number of ICMP Time Exceeded messages received.

IcmplnParmProbs

The number of ICMP Parameter Problem messages received.

IcmpInSrcQuenchs

The number of ICMP Source Quench messages received.

IcmplInRedirects

The number of ICMP Redirect messages received.

IcmpInEchos

The number of ICMP Echo (request) messages received.

IcmplnEchoReps

The number of ICMP Echo Reply messages received.

IcmpInTimestamps

The number of ICMP Timestamp (request) messages received.

IcmpInTimestampReps

The number of ICMP Timestamp Reply messages received.

IlcmplnAddrMasks

The number of ICMP Address Mask Request messages received.

IcmplnAddrMaskReps

The number of ICMP Address Mask Reply messages received.

lcmpOutMsgs

The total number of ICMP messages which this entity attempted to send.
Note that this counter includes all those counted by icmpOutErrors.

IcmpOutErrors

The number of ICMP messages which this entity did not send due to
problems discovered within ICMP such as a lack of buffers. This value
should not include errors discovered outside the ICMP layer such as the
inability of IP to route the resultant datagram. In some implementations there
may be no types of error which contribute to this counter's value.

IcmpOutDestUnreachs

The number of ICMP Destination Unreachable messages sent.
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Field Description

IcmpOutTimeExcds The number of ICMP Time Exceeded messages sent.
IcmpOutParmProbs The number of ICMP Parameter Problem messages sent.
IcmpOutSrcQuenchs The number of ICMP Source Quench messages sent.
IcmpOutRedirects The number of ICMP Redirect messages sent. For a host, this object will

always be zero, since hosts do not send redirects.

IcmpOutEchos The number of ICMP Echo (request) messages sent.

IcmpOutEchoReps The number of ICMP Echo Reply messages sent.

IlcmpOutTimestamps The number of ICMP Timestamp (request) messages.

IlcmpOutTimestampReps The number of ICMP Timestamp Reply messages sent.

IcmpOutAddrMasks The number of ICMP Address Mask Request messages sent.

IcmpOutAddrMaskReps The number of ICMP Address Mask Reply messages sent.
Advanced

From the Advanced link, you can access the following pages:

e |P Configuration on page 193

e Statistics on page 194

* |P Interface Configuration on page 197
e Secondary IP Address on page 200

IP Interface Configuration
Use the IP Interface Configuration page to update IP interface data for this switch.

To display the IP Interface Configuration page, click Routing > IP> Advanced > IP Interface
Configuration.
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IP Interface Configuration

IP Interface Configuration

2 Al
e P Routing
Configuration Address Mode
Method
[ 1001 Mone 0.0.0.0 0.0.0.0 Disable
O] | 1for2 None 0.0.0.0 0.0.0.0 Disable
| 1/0/3 None 0.0.0.0 0.0.0.0 Disable
] 1/0/4 MNone 0.0.0.0 0.0.0.0 Dizable
[ | 1/0/5 None 0.0.0.0 0.0.0.0 Disable
Go To Interface GO

Forward
Administrati Net E lati
MIMSIFativVe | Link Speed Data Rate | Admin | Active State | MAC Address P
Mode Directed Type
Broadcasts

Enable 1000 Mbps Disable Dizsable Active 2C:B0:5D:91:F8:B7  Ethernet
Enable Unknown Disable Disable Inactive 2C:B0:50:91:F8:BY Ethernet
Enable Unknown Disable Disable Inactive 2C:B0:50:91:F8:B7 | Ethernet
Enable Unknown Disable Disable Inactive 2C:B0:50:91:F8:B7 Ethernet
Enable Unknown Disable = Disable Inactive 2C:B0:50:91:F8:B7 | Ethernet

ICMP
L | ICMP Routi Interf
oca Bandwidth | Destination ; IP MTU Link State | oo g tnteriace
Proxy Arp Redirects Status
Unreachables

O EENS B S S -

Enable Dizable 1000000 Enable Dizable 1500 Link Up Down
Enable Disable 100000 Enable Disable 1500 Link Down  Crown
Enable Disable 100000 Enable Disable 1500 Link Down | Down
Enable Disable 100000 Enable Disable 1500 Link Down  Down
Enable Disable 100000 Enable Disable 1500 Link Down | Cown

To configure IP routing on an interface:

1. Use Go To Interface to enter the Interface in unit/slot/port format and click Go. The
entry corresponding to the specified interface is selected.

2. Use Port to select the interface for which data is to be displayed or configured.
3. Use Description to enter the description for the interface.
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Use IP Address Configuration Method to enter the method by which an IP address is
configured on the interface. There are three methods: None, Manual, and DHCP. By default
the method is None. Method 'None' should be used to reset the DHCP method.

Note: When the configuration method is changed from DHCP to None
there will be a minor delay before the page refreshes.

Use IP Address to enter the IP address for the interface.

Use Subnet Mask to enter the subnet mask for the interface. This is also referred to as the
subnet/network mask, and defines the portion of the interface's IP address that is used to
identify the attached network.

Use Routing Mode to enable or disable routing for an interface. The default value is enable.

Use Administrative Mode to enable/disable the Administrative Mode of the interface. The
default value is enable. This mode is not supported for Logical VLAN Interfaces.

Use Forward Net Directed Broadcasts to select how network directed broadcast packets
should be handled. If you select enable from the pull-down menu, network directed
broadcasts will be forwarded. If you select disable they will be dropped. The default value is
disable.

Use Encapsulation Type to select the link layer encapsulation type for packets transmitted
from the specified interface from the pull-down menu. The possible values are Ethernet and
SNAP. The default is Ethernet.

Use Proxy Arp to disable or enable proxy Arp for the specified interface from the pull-down
menu.

Use Local Proxy Arp to disable or enable Local Proxy ARP for the specified interface from
the pull-down menu.

Use Bandwidth to specify the configured bandwidth on this interface. This parameter
communicates the speed of the interface to higher level protocols. OSPF uses bandwidth to
compute link cost. Valid range is (1 to 10000000).

Use ICMP Destination Unreachables to specify the Mode of Sending ICMP Destination
Unreachables on this interface. If this is Disabled then this interface will not send ICMP
Destination Unreachables. By default Destination Unreachables mode is enable.

Use ICMP Redirects to enable/disable ICMP Redirects Mode. The router sends an ICMP
Redirect on an interface only if Redirects are enabled both globally and on the interface. By
default ICMP Redirects Mode is enable.

Use IP MTU to specify the maximum size of IP packets sent on an interface. Valid range is
68 bytes to the link MTU. Default value is 0. A value of 0 indicates that the IP MTU is
unconfigured. When the IP MTU is unconfigured the router uses the link MTU as the IP
MTU. The link MTU is the maximum frame size minus the length of the layer 2 header.

Click APPLY to update the switch with the changes.

Click CANCEL to abandon the changes.

Click DELETE to delete the IP Address from the selected interface.

Click REFRESH to refresh the web page to show the latest IP information.
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Field Description
VLAN ID Displays the VLAN ID for the interface.
Link State The state of the specified interface is either Active or Inactive. An interface is

considered active if it the link is up and it is in forwarding state.

OSPF Admin Mode Displays OSPF admin mode of the interface. The default value is disable.

Secondary IP Address
To display the Secondary IP Address page, click Routing > IP> Advanced > Secondary IP.

Secondary IP Address

Routing Interface @
Interface 1/0/5 El
Secondary IP Address @

192.168.3.10 192.168.4.15 255.255.255.0

I

VLAN | Primary IP Secondary IP Secondary IP
ID Address Address Subnet Mask
[

To configure a secondary IP address on an interface enabled for routing:

1. Use Interface to select the interface for which data is to be displayed or configured.
2. Use Secondary IP Address to add a secondary IP address to the selected interface.

3. Use Secondary IP Subnet Mask to enter the subnet mask for the interface. This is also
referred to as the subnet/network mask, and defines the portion of the interface's IP Address
that is used to identify the attached network. This value is read only once configured.

4. Click ADD to add a Secondary IP Address for the selected interface.
5. Click DELETE to delete the Secondary IP Address from the selected interface.

Field Description
VLAN ID The VLAN ID associated with the displayed or configured interface.
Primary IP Address The Primary IP Address for the Interface.
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IPvé

IPV6 is the next generation of the Internet Protocol. With 128-bit addresses, versus 32-bit
addresses for IPv4, IPv6 solves the address depletion issues seen with IPv4 and removes
the requirement for Network Address Translation (NAT), which is used in IPv4 networks to
reduce the number of globally unique IP addresses required for a given network. Its
aggregate addresses can dramatically reduce the size of the global routing table through well
known address combinations. Security is more integrated and network configuration is
simplified yet more flexible.

IPv6 can coexists with IPv4. As with IPv4, IPv6 routing can be enabled on physical and VLAN
interfaces. Each L3 routing interface can be used for IPv4, IPv6, or both. IP protocols running
over L3 (for example, UDP and TCP) do not change with IPv6. For this reason, a single CPU
stack is used for transport of both IPv4 and IPv6, and a single sockets interface provides
access to both. Routing protocols are capable of computing routes for one or both IP
versions.

From the IPv6 link, you can access the following pages:

e Basic on page 201
* Advanced on page 204

Basic

From the Basic link, you can access the following pages:

* |Pv6 Global Configuration on page 202
* |Pv6 Route Table on page 203
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IPvé Global Configuration

Use the Global Configuration page to enable IPv6 forwarding on the router and to enable the
forwarding of IPv6 unicast datagrams.

To display the IPv6 Global Configuration page, click Routing > IPv6> Basic > Global
Configuration.

IPv6 Global Configuration

IPv6 Global Configuration

IPwvE Unicast Routing @ Disable () Enable

Hop Limit 0 0 to 255

ICMPvG Rate Limit Error Interval 1000 0 to 2147483647 msecs)
ICMPv6E Rate Limit Burst Size 100 (1to 200)

To configure global IPv6 routing:

1. Use IPv6 Unicast Routing to globally enable or disable IPv6 unicast routing on the
entity.

2. Use the Hop Limit option to define the unicast hop count used in IPv6 packets originated by
the node. The value is also included in router advertisements. Valid values for <hops> are
1-64 inclusive. The default “not configured” means that a value of zero is sent in router
advertisements and a value of 64 is sent in packets originated by the node. Note that this is
not the same as configuring a value of 64.

3. Use ICMPv6 Rate Limit Error Interval to control the ICMPV6 error packets by specifying
the number of ICMP error packets that are allowed per burst interval. By Default Rate limit is
100 packets/sec i.e., burst interval is 1000 msec. To disable ICMP rate limiting set this field
to '0". Valid Rate Interval must be in the range 0 to 2147483647.

4. Use ICMPv6 Rate Limit Burst Size to control the ICMP error packets by specifying the
number of ICMP error packets that are allowed per burst interval. Default burst size is 100
packets. When burst interval is 0 then configuring this field is not a valid operation. Valid
Burst Size must be in the range 1 to 200.

5. Click APPLY to update the switch with the changes.
6. Click CANCEL to abandon the changes.
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Use the IPv6 Route Table page to display all active IPv6 routes and their settings.

To display the IPv6 Route Table page, click Routing > IPv6> Basic > Route Table.

IPv6 Route Table

IPv6 Route Table

Routes Displayed

Number of Routes

Prefix Next Hop Next Hop IP
IPw6 Prefi Prot I oret
Length reterenes

All Routes

To view the IPv6 route table:

1. Use Routes Displayed to choose from:
* Configured Routes - Shows the routes configured by the user.

* Best Routes - Shows only the best active routes.

¢ All Routes - Shows all active IPv6 routes.

2. Click REFRESH to update the page with the most current information.

Field

Description

Number of Routes

Displays the total number of active routes in the route table.

IPv6 Prefix

Displays the Network Prefix for the Active Route.

Prefix Length

Displays the Prefix Length for the Active Route.

Protocol

Displays the Type of Protocol for the Active Route.

Next Hop Interface

Displays the Interface over which the Route is Active. For a Reject Route
the next hop would be a “Null0” interface.

Next Hop IP Address

Displays the Next Hop IPv6 Address for the Active Route.

Preference

Displays the Route Preference of the Configured Route.

Routing
203




ProSafe M5300 Switch

Advanced

From the Basic link, you can access the following pages:

* |Pv6 Global Configuration on page 202

e |Pv6 Interface Configuration on page 204
*  |Pv6 Prefix Configuration on page 206

* |Pv6 Statistics on page 207

e |Pv6 Neighbor Table on page 212

e |Pv6 Route Configuration on page 214

* |Pv6 Route Table on page 203

* |Pv6 Route Preferences on page 215

*  Tunnel Configuration on page 216

IPv6 Interface Configuration
Use the Interface Configuration page to configure IPv6 interface parameters.

To display the IPv6 Interface Configuration page, click Routing > IPv6> Advanced > Interface
Configuration.

IPv6 Interface Configuration

IPv6 Interface Configuration

2 Al

Stateless Address | Routing Admin Operational
I IPVGHDdE R e B

]| NENNC BN N

1/0/1 Disable Disable Disable Disable Enable Dizable 1500

|:| 1/0/2 Dizable Disable Disable Dizable Enable Disable 1500

1 1oz Disable Disable Disable Disable Enable Disable 1500

D i/o/4 Disable Disable Disable Disable Enable Disable 1500

1| 1/o/s Disable Disable Disable Enable Enable Disable 1500
o To Interface GO

Duplicate | . G Adv Other | Adwv

Address H Adv NS Adv Reachable | Adv Managed Destination
Detection Interval Interval Interval | Config

Config Suppress

Unreachables | State
Flag Flag

Transmits Flag

1 1800 o o 6500 Disable Disable Disable Enable Link Up

1 1800 0 0 600 Disable Disable Disable Enable Link Drown

1 1800 0 0 600 Disable Disable Disable Enable Link Down

1 1800 0 0 600 Disable Disable Disable Enable Link Down

1 1800 0 0 600 Disable Dizable Dizable Enable Link Down
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To configure IPv6 interface information:

1.

10.

11.

12.

13.

14.

15.

16.

Use Interface to select the interface to be configured or displayed. All physical
interfaces are valid.

Use IPv6 Mode to enable/disable IPv6 mode. When IPv6 mode is enabled, interface is
capable of IPv6 operation without a global address. In this case, an EUI-64 based link-local
address is used. This selector lists the two options for IPv6 mode: enable and disable.
Default value is disable.

Use DHCPv6 Client Mode to enable or disable the DHCPv6 client mode on an interface. At
any point of time only one interface can act as a Client. Default value is disable.

Use Stateless Address AutoConfig Mode to enable or disable Stateless Address
AutoConfig mode on an interface. Default value is disable.

Use Routing Mode to enable/disable routing mode of an interface. Default value is disable.

Use Admin Mode to enable/disable the Administrative Mode of the interface. The default
value is enable. This mode is not supported for Logical VLAN Interfaces.

Use MTU to specify the maximum transmit unit on an interface. If the value is 0 then this
interface is not enabled for routing. It is not valid to set this value to 0 if routing is enabled.
Range of MTU is 1280 to 1500.

Use Duplicate Address Detection Transmits to specify the number of duplicate address
detections transmits on an interface. DAD transmits values must be in range 0 to 600.

Use Life Time Interval to specify the router advertisement lifetime field sent from the
interface. This value must be greater than or equal to the maximum advertisement interval.
0 means do not use the router as the default router. The range of router lifetime is 0 to 9000.

Use Adv NS Interval to specify the retransmission time field of router advertisement sent
from the interface. A value of 0 means interval is not specified for router. Range of neighbor
solicit interval is 1000 to 4294967295.

Use Adv Reachable Time to specify the router advertisement time to consider neighbor
reachable after ND confirmation. Range of reachable time is 0 to 3600000.

Use Adyv Interval to specify the maximum time allowed between sending router
advertisements from the interface. Default value is 600. Range of maximum advertisement
interval is 4 to 1800.

Use Adv Managed Config Flag to specify the router advertisement managed address
configuration flag. When true, end nodes use DHCPV6. When false, end nodes auto
configure addresses. Default value of managed flag is disable.

Use Adv Other Config Flag To specify router advertisement for other Stateful configuration
flag. Default value of other config flag is disable.

Use Adv Suppress Flag to specify router advertisement suppression on an interface.
Default value of suppress flag is disable.

Use Destination Unreachables to specify the Mode of Sending ICMPv6 Destination
Unreachables on this interface. If Disabled then this interface will not send ICMPv6
Destination Unreachables. By default IPv6 Destination Unreachables mode is enable.

Field Description

Operational Mode Specifies operational state of an interface. Default value is disable.
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IPvé Prefix Configuration

Use this page to manually configure an IPv6 address for an interface.

To display the IPv6 Prefix Configuration page, click Routing > IPv6> Advanced > Prefix
Configuration.

IPv6 Prefix Configuration

IPv6 Interface Selection
Interface o1 [=]

IPv6 Interface Configuration

valid Life Preferred Onlink Autonomous | Current
. fpve Prefix Frefix tength m

To configure IPv6 address information for an interface:

1. Use Interface to select the interface to be configured. When the selection is changed, a
screen refresh will occur causing all fields to be updated for the newly selected port. All
physical interfaces are valid.

2. Use IPv6 Prefix/Prefix Length to specify the IPv6 prefix with prefix length for an interface.

3. Use EUI-64 to specify 64 bit unicast prefix.

4. Use Valid Lifetime to specify router advertisement per prefix time to consider prefix valid for
purposes of on link determination. Valid lifetime must be in the range 0 to 4294967295.

5. Use Preferred Lifetime to specify router advertisement per prefix time. An auto configured
address generated from this prefix is preferred. Preferred lifetime must be in range 0 to
4294967295.

6. Use OnLink Flag to specify selected prefix can be used for on-link determination. Default
value is enable. This selector lists the two options for on-link flag: enable and disable.

7. Use Autonomous Flag to specify selected prefix can be used for autonomous address
configuration. Default value is disable. This selector lists the two options for autonomous
flag: enable and disable.

8. Click ADD to add a new IPv6 address to the interface.

9. Click DELETE to delete a existing IPv6 address entry from the interface.

Field Description

Current State Indicates the state of the IPV6 address. The state is TENT if routing is disabled or

DAD fails. The state is Active if interface is active and DAD is successful.
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IPvé Statistics
Use the IPv6 Statistics page to display IPv6 traffic statistics for one or all interfaces.

To display the IPv6 Statistics page, click Routing > IPv6> Advanced > Statistics. The
following image shows some, but not all, of the statistics the page displays.

IPv6 Statistics

IPv6 Interface Selection (6]
Interface 1/0/1 El

IPv6 Statistics (6]
Total Datagrams Received o
Received Datagrams Locally Deliverad o
Received Datagrams Discarded Due To Header Errors 0
Received Datagrams Discarded Due To MTU o
Received Datagrams Discarded Due To No Route W]
Received Datagrams With Unknown Protocol o
Received Datagrams Discarded Due To Invalid Address 0
Received Datagrams Discarded Due To Truncated Data 0
Received Datagrams Discarded Other o
Received Datagrams Reassembly Reguired W]
Datagrams Successfully Reassembled o
Datagrams Failed To Reassemble o
Datagrams Forwarded a
Datagrams Locally Transmitted o
Datagrams Transmit Failed W]
Datagrams Successfully Fragmented o
Datagrams Failed To Fragment o
Datagrams Fragments Created a
Multicast Datagrams Received o
Multicast Datagrams Transmitted W]

ICMPv6 Statistics @
Total ICMPvE Messages Received u]
ICMPw6 Messages With Errors Received 0
ICMPv6 Destination Unreachable Messages Received 0
ICMPwv6 Messages Prohibited Administratively Received 0
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To view statistics for an IPv6 interface, select the interface with the information to view from
the Interface menu. When the selection is changed, a screen refresh will occur causing all

fields to be updated for the newly selected port.

IPv6 Statistics

Field

Description

Total Datagrams Received

The total number of input datagrams received by the interface,
including those received in error.

Received Datagrams Locally
Delivered

The total number of datagrams successfully delivered to IPv6
user-protocols (including ICMP). This counter is incremented at the
interface to which these datagrams were addressed which might not be
necessarily the input interface for some of the datagrams.

Received Datagrams Discarded
Due To Header Errors

The number of input datagrams discarded due to errors in their IPv6
headers, including version number mismatch, other format errors, hop
count exceeded, errors discovered in processing their IPv6 options, etc.

Received Datagrams Discarded
Due To MTU

The number of input datagrams that could not be forwarded because
their size exceeded the link MTU of outgoing interface.

Received Datagrams Discarded
Due To No Route

The number of input datagrams discarded because no route could be
found to transmit them to their destination.

Received Datagrams With
Unknown Protocol

The number of locally-addressed datagrams received successfully but
discarded because of an unknown or unsupported protocol. This
counter is incremented at the interface to which these datagrams were
addressed which might not be necessarily the input interface for some
of the datagrams.

Received Datagrams Discarded
Due To Invalid Address

The number of input datagrams discarded because the IPv6 address in
their IPv6 header's destination field was not a valid address to be
received at this entity. This count includes invalid addresses, e.g., ::0,
and unsupported addresses, e.g., addresses with unallocated prefixes.
For entities which are not IPv6 routers and therefore do not forward
datagrams, this counter includes datagrams discarded because the
destination address was not a local address.

Received Datagrams Discarded
Due To Truncated Data

The number of input datagrams discarded because datagram frame
didn't carry enough data.

Received Datagrams Discarded
Other

The number of input IPv6 datagrams for which no problems were
encountered to prevent their continued processing, but which were
discarded (e.g., for lack of buffer space). Note that this counter does not
include any datagrams discarded while awaiting re-assembly.

Received Datagrams Reassembly
Required

The number of IPv6 fragments received which needed to be
reassembled at this interface. Note that this counter is incremented at
the interface to which these fragments were addressed which might not
be necessarily the input interface for some of the fragments.
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Field

Description

Datagrams Successfully
Reassembled

The number of IPv6 datagrams successfully reassembled. Note that
this counter is incremented at the interface to which these datagrams
were addressed which might not be necessarily the input interface for
some of the fragments.

Datagrams Failed To Reassemble

The number of failures detected by the IPv6 reassembly algorithm (for
whatever reason: timed out, errors, etc.). Note that this is not
necessarily a count of discarded IPv6 fragments since some algorithms
(notably the algorithm in RFC 815) can lose track of the number of
fragments by combining them as they are received. This counter is
incremented at the interface to which these fragments were addressed
which might not be necessarily the input interface for some of the
fragments.

Datagrams Forwarded

The number of output datagrams which this entity received and
forwarded to their final destinations. In entities which do not act as IPv6
routers, this counter will include only those packets which were
Source-Routed via this entity, and the Source-Route processing was
successful. Note that for a successfully forwarded datagram the
counter of the outgoing interface is incremented.

Datagrams Locally Transmitted

The number of datagrams which this entity has successfully transmitted
from this output interface.

Datagrams Transmit Failed

The number of datagrams which this entity failed to transmit
successfully.

Datagrams Successfully
Fragmented

The number of IPv6 datagrams that have been successfully fragmented
at this output interface.

Datagrams Failed To Fragment

The number of output datagrams that could not be fragmented at this
interface.

Datagrams Fragments Created

The number of output datagram fragments that have been generated
as a result of fragmentation at this output interface.

Multicast Datagrams Received

The number of multicast packets received by the interface.

Multicast Datagrams Transmitted

The number of multicast packets transmitted by the interface.
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Field

Description

Total ICMPv6 Messages Received

The total number of ICMP messages received by the interface which
includes all those counted by ipv6IflcmpInErrors. Note that this
interface is the interface to which the ICMP messages were addressed
which may not be necessarily the input interface for the messages.

ICMPv6 Messages With Errors
Received

The number of ICMP messages which the interface received but
determined as having ICMP-specific errors (bad ICMP checksums,
bad length, etc.)

ICMPV6 Destination Unreachable
Messages Received

The number of ICMP Destination Unreachable messages received by
the interface.

ICMPv6 Messages Prohibited
Administratively Received

The number of ICMP destination unreachable/communication
administratively prohibited messages received by the interface.

ICMPv6 Time Exceeded Messages
Received

The number of ICMP Time Exceeded messages received by the
interface.

ICMPVv6 Parameter Problem
Messages Received

The number of ICMP Parameter Problem messages received by the
interface.

ICMPv6 Packet Too Big Messages
Received

The number of ICMP Packet Too Big messages received by the
interface.

ICMPv6 Echo Request Messages
Received

The number of ICMP Echo (request) messages received by the
interface.

ICMPv6 Echo Reply Messages
Received

The number of ICMP Echo Reply messages received by the interface.

ICMPv6 Router Solicit Messages
Received

The number of ICMP Router Solicit messages received by the
interface.

ICMPv6 Router Advertisement
Messages Received

The number of ICMP Router Advertisement messages received by the
interface.

ICMPvV6 Neighbor Solicit Messages
Received

The number of ICMP Neighbor Solicit messages received by the
interface.

ICMPv6 Neighbor Advertisement
Messages Received

The number of ICMP Neighbor Advertisement messages received by
the interface.

ICMPv6 Redirect Messages
Received

The number of ICMPV6 Redirect messaged received by the interface.

ICMPv6 Group Membership Query
Messages Received

The number of ICMPv6 Group Membership Query messages received
by the interface.

ICMPv6 Group Membership
Response Messages Received

The number of ICMPv6 Group Membership Response messages
received by the interface.

ICMPv6 Group Membership
Reduction Messages Received

The number of ICMPv6 Group Membership Reduction messages
received by the interface
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Field

Description

Total ICMPv6 Messages
Transmitted

The total number of ICMP messages which this interface attempted to
send. Note that this counter includes all those counted by
icmpOutErrors.

ICMPv6 Messages Not Transmitted
Due To Error

The number of ICMP messages which this interface did not send due
to problems discovered within ICMP such as a lack of buffers. This
value should not include errors discovered outside the ICMP layer
such as the inability of IPv6 to route the resultant datagram. In some
implementations there may be no types of error which contribute to this
counter's value.

ICMPV6 Destination Unreachable
Messages Transmitted

The number of ICMP Destination Unreachable Messages sent by the
interface.

ICMPv6 Messages Prohibited
Administratively Transmitted

Number of ICMP destination unreachable/communication
administratively prohibited messages sent.

ICMPv6 Time Exceeded Messages
Transmitted

The number of ICMP Time Exceeded messages sent by the interface.

ICMPv6 Parameter Problem
Messages Transmitted

The number of ICMP Parameter Problem messages sent by the
interface.

ICMPv6 Packet Too Big Messages
Transmitted

The number of ICMP Packet Too Big messages sent by the interface.

ICMPv6 Echo Request Messages
Transmitted

The number of ICMP Echo (request) messages sent by the interface.

ICMPv6 Echo Reply Messages
Transmitted

The number of ICMP Echo Reply messages sent by the interface.

ICMPv6 Router Solicit Messages
Transmitted

The number of ICMP Neighbor Solicitation messages sent by the
interface.

ICMPv6 Router Advertisement
Messages Transmitted

The number of ICMP Router Advertisement messages sent by the
interface.

ICMPv6 Neighbor Solicit Messages
Transmitted

The number of ICMP Neighbor Solicitation messages sent by the
interface.

ICMPv6 Neighbor Advertisement
Messages Transmitted

The number of ICMP Neighbor Advertisement messages sent by the
interface.

ICMPvV6 Redirect Messages
Transmitted

The number of Redirect messages sent.

ICMPv6 Group Membership Query
Messages Transmitted

The number of ICMPVv6 Group Membership Query messages sent.

ICMPv6 Group Membership
Response Messages Transmitted

The number of ICMPv6 Group Membership Response messages sent.

ICMPv6 Group Membership
Reduction Messages Transmitted

The number of ICMPv6 Group Membership Reduction messages sent.

ICMPv6 Duplicate Address Detects

The number of duplicate Addresses detected by the interface.
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Pv6 Neighbor Table

Use the IPv6 Neighbor Table page to display IPv6 neighbor details for a specified interface.

To display the IPv6 Neighbor Table page, click Routing > IPv6> Advanced > Neighbor Table.

IPv6 Neighbor Table

IPv6 Neighbor Table @

Search By Interface El G

(o]
Neighb Last
IPv6 Address MAC Address ﬂ S:E:lg:le or U?::Iated

To search for an entry in the IPv6 neighbor table, use the Search By menu to specify the
search criteria:

Searched by IPv6 Address - Select IPv6 Address from pull-down menu, enter the 128
byte hexadecimal IPv6 Address in four-digit groups separated by colons, for example
2001:231F:::1. Then click Go. If the address exists, that entry will be displayed. An exact
match is required.

Searched by Interface - Select Interface from pull-down menu, enter the interface ID in
Unit/Slot/Port, for example 2/1/1. Then click Go. If the IPv6 route exists, the entry will be
displayed.

Field Description

Interface Specifies the interface whose settings are displayed in the current table row.

IPv6 Address Specifies the IPv6 address of neighbor or interface.

MAC Address Specifies MAC address associated with an interface.

IsRtr Indicates whether the neighbor is a router. If the neighbor is a router, the value is
TRUE. If the neighbor is not a router, the value is FALSE.
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Field

Description

Neighbor State

Specifies the state of the neighbor cache entry. Following are the states for
dynamic entries in the IPv6 neighbor discovery cache:

Incmp - Address resolution is being performed on the entry. A neighbor
solicitation message has been sent to the solicited-node multicast address of
the target, but the corresponding neighbor advertisement message has not yet
been received.

Reach - Positive confirmation was received within the last Reachable Time
milliseconds that the forward path to the neighbor was functioning properly.
While in REACH state, the device takes no special action as packets are sent.

Stale - More than ReachableTime milliseconds have elapsed since the last
positive confirmation was received that the forward path was functioning
properly. While in STALE state, the device takes no action until a packet is
sent.

Delay - More than ReachableTime milliseconds have elapsed since the last
positive confirmation was received that the forward path was functioning
properly. A packet was sent within the last DELAY_FIRST_PROBE_TIME
seconds. If no reachability confirmation is received within
DELAY_FIRST_PROBE_TIME seconds of entering the DELAY state, send a
neighbor solicitation message and change the state to PROBE.

Probe - A reachability confirmation is actively sought by resending neighbor
solicitation messages every RetransTimer milliseconds until a reachability
confirmation is received.

Last Updated

Time since the address was confirmed to be reachable.
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IPvé Route Configuration

Use this page to configure static IPv6 routes.

To display the IPv6 Route Configuration page, click Routing > IPv6> Advanced > Static
Route Configuration.

IPv6 Route Configuration

Configure Routes @

- - Next Hop IPv6 Next Hop IPvG
. [Pv6 Prefix Prefix Length

To configure a static IPv6 route:

1.

Use IPv6 Prefix/Prefix Length to enter the Network Prefix and Prefix Length for the
Configured Route.

Use Next Hop IPv6 Address Type to specify if the Next Hop IPv6 Address is a Global IPv6
Address or a Link-local IPv6 Address or a Static-Reject IPv6 Address. If the Next Hop IPv6
address specified is a Link-Local IPv6 Address, specify the Interface for the Link-local IPv6
Next Hop Address. Select Static-Reject from this menu to create a static reject route for a
destination prefix. No next hop address is specified in that case.

Use Next Hop IPv6 Address to enter the Next Hop IPv6 Address for the Configured Route.

Use Interface to specify the unit, slot, and port number for the Link-local IPv6 Next Hop
Address. This field is enabled only if the Link-local is selected.

Use Preference to specify the Route Preference of the Configured Route.
Click ADD to configure a new route.
Click DELETE to delete the corresponding route.
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IPv6 Route Preferences

Use this panel to configure the default preference for each protocol. These values are
arbitrary values in the range of 1 to 255 and are independent of route metrics. Most routing
protocols use a route metric to determine the shortest path known to the protocol,
independent of any other protocol. The best route to a destination is chosen by selecting the
route with the lowest preference value. When there are multiple routes to a destination, the
preference values are used to determine the preferred route. If there is still a tie, the route
with the best route metric will be chosen. To avoid problems with mismatched metrics you
must configure different preference values for each of the protocols.

To display the IPv6 Route Preferences page, click Routing > IPv6> Advanced > Route
Preferences.

IPv6 Route Preferences

IPv6 Route Preferences (@

Local 0

Static 1 (1 to 255)
OSPFv3 Intra 110 (1 to 255)
OSPFv3 Inter 110 (1 to 255)
OSPFv3 External 110 {1 to 255)

To configure IPv6 Route Preferences:

1. Use Static to specify the Static Route preference value for the router. The default value
is 1. The range is 1 to 255.

2. Use OSPFv3 Intra to specify the OSPFv3 intra route preference value in the router. The
default value is 110. The range is 1 to 255.

3. Use OSPFv3 Inter to specify the OSPFv3 inter route preference value in the router. The
default value is 110. The range is 1 to 255.

4. Use OSPFv3 External to specify the OSPFv3 External route preference value in the router.
The default value is 110. The range is 1 to 255.

5. Click APPLY to update the switch with the configured information.
6. Click CANCEL to abandon the changes.

Field Description
Local Local preference.
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Tunnel Configuration

ProSafe software provides for the creation, deletion, and management of tunnel interfaces.
These are dynamic interfaces that are created and deleted via user-configuration. ProSafe
support configured IPv6 over IPv4 tunnels to facilitate the transition of IPv4 networks to IPv6
networks. With configured tunnels, the user specifies the endpoints of the tunnel. Tunnels
operate as point-to-point links.

Tunnels can be created, configured, and deleted from this page.

To display the Tunnel Configuration page, click Routing > IPv6> Advanced > Tunnel
Configuration.

Tunnel Configuration

Tunnel Configuration

Tunnel IPvE .
._ 1Pv6 Mode Unreachables e AddressjPrEflx Length

O -r _r -ar .

G-in-d-configured Enable Enable 2001:db8::2eb0:5dff:fe91:fabs/32

O | | BN E——

1592.168.3.10 1/0/5 192.168.3.23 Crown

Source Address Source Destination Address Interface Link Status
Interface
Enable

To configure an IPv6 tunnel:

1. Use Tunnel ID to select from a list of all of available tunnel IDs.

2. Use Mode to select the Tunnel mode. The supported modes are 6-in-4-configured and
6-to-4.

3. Use IPv6 Mode to enable IPv6 on this interface using the IPv6 address. This option is only
configurable prior to specifying an explicit IPv6 address.

4. Use IPv6 Unreachables to specify the Mode of Sending ICMPVv6 Destination Unreachables
on this interface. If Disabled then this interface will not send ICMPV6 Destination
Unreachables. By default IPv6 Destination Unreachables mode is enable.

5. Use IPv6 Address to select a list of configured IPv6 addresses for the selected interface.
Address must be entered in the format prefix/length.

6. Use EUI64 to specify the 64-bit extended unique identifier (EUI-64). For 6to4 tunnels,
configure the ipv6 address with first 48-bits in the format
2002:tunnel-source-ipv4-address::/48.

7. Use Source Address to specify the desired source address. The source address for this
tunnel must be entered in dotted decimal notation.

8. Use Source Interface to specify the source interface for this tunnel. The address associated
with the selected interface will be used as the source address.
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9. Use Destination Address to specify the destination address for this tunnel in dotted
decimal notation.

10. Click ADD to allow the user to configure a new tunnel.
11. Click DELETE to delete the corresponding tunnel.

12. Click CANCEL to discard the changes made on the page and navigate back to the referring
page.
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VLAN

You can configure ProSafe M5300 Switch software with some ports supporting VLANs and
some supporting routing. You can also configure the software to allow traffic on a VLAN to be
treated as if the VLAN were a router port.

When a port is enabled for bridging (default) rather than routing, all normal bridge processing
is performed for an inbound packet, which is then associated with a VLAN. lts MAC
Destination Address (MAC DA) and VLAN ID are used to search the MAC address table. If
routing is enabled for the VLAN, and the MAC DA of an inbound unicast packet is that of the
internal bridge-router interface, the packet is routed. An inbound multicast packet is
forwarded to all ports in the VLAN, plus the internal bridge-router interface, if it was received
on a routed VLAN.

Since a port can be configured to belong to more than one VLAN, VLAN routing might be
enabled for all of the VLANSs on the port, or for a subset. VLAN Routing can be used to allow
more than one physical port to reside on the same subnet. It could also be used when a
VLAN spans multiple physical networks, or when additional segmentation or security is
required. This section shows how to configure the NETGEAR switch to support VLAN
routing. A port can be either a VLAN port or a router port, but not both. However, a VLAN port
may be part of a VLAN that is itself a router port.

From the VLAN link, you can access the following pages:

* VLAN Routing Wizard on page 218
* VLAN Routing Configuration on page 219

VLAN Routing Wizard

The VLAN Routing Wizard creates a VLAN, adds selected ports to the VLAN. The VLAN
Wizard gives the user the option to add the selected ports as a Link Aggregation (LAG). The
Wizard will:

e Create a VLAN and generate a unique name for VLAN.

e Add selected ports to the newly created VLAN and remove selected ports from the default
VLAN.

e Create a LAG, add selected ports to a LAG, then add LAG to the newly created VLAN.

* Enable tagging on selected ports if the port is in another VLAN. Disable tagging if a
selected port does NOT exist in another VLAN.

e Exclude ports NOT selected from the VLAN.
* Enable routing on the VLAN using the IP address and subnet mask entered.

To display the VLAN Routing Wizard page, click Routing > VLAN> VLAN Routing Wizard.
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VLAN Routing Wizard

VLAN Routing Wizard @

IP Address Network Mask
» | unit1

v | unit2

v Lac

To configure a VLAN routing interface by using the VLAN Routing Wizard:
1. Use VLAN ID to specify the VLAN Identifier (VID) associated with this VLAN. The range

of the VLAN ID is 1 to 4093.

2. Use Ports to display selectable physical ports and LAGs (if any). Selected ports will be

added to the Routing VLAN. Each port has three modes:

e T (Tagged) - Select the ports on which all frames transmitted for this VLAN will be

tagged. The ports that are selected will be included in the VLAN.

* U (Untagged) - Select the ports on which all frames transmitted for this VLAN will be
untagged. The ports that are selected will be included in the VLAN.

* Blank (Autodetect) - Select the ports that may be dynamically registered in this VLAN
via GVRP. This selection has the effect of excluding a port from the selected VLAN.

3. Use the LAG Enabled option to add selected ports to VLAN as a LAG. The default is No.
4. Use IP Address to define the IP address of the VLAN interface.
5. Use Network Mask to define the subnet mask of the VLAN interface.

VLAN Routing Configuration

Use the VLAN Routing Configuration page to configure VLAN Routing interfaces on the

system.

To display the VLAN Routing Configuration page, click Routing > VLAN> VLAN Routing.

VLAN Routing Configuration

VLAN Routing Configuration

0/4/1 2C:BO:SD:91:F8:B7  192.168.22.100 255.255.255.0

To configure an existing VLAN as a VLAN routing interface:

1. Use VLAN ID to enter the ID of a VLAN you want to configure for VLAN Routing. The

field will display the all IDs of the VLAN configured on this switch.

2. Use IP Address to enter the IP Address to be configured for the VLAN Routing Interface.
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3. Use Subnet Mask to enter the Subnet Mask to be configured for the VLAN Routing
Interface.

4. Click ADD to add the VLAN Routing Interface specified in the VLAN ID field to the switch
configuration.

5. Click DELETE to remove the VLAN Routing Interface specified in the VLAN ID field from the
switch configuration.

Field Description
Port The interface assigned to the VLAN for routing.
MAC Address The MAC Address assigned to the VLAN Routing Interface

ARP

The ARP protocol associates a layer 2 MAC address with a layer 3 IPv4 address. ProSafe
software features both dynamic and manual ARP configuration. With manual ARP
configuration, you can statically add entries into the ARP table.

ARP is a necessary part of the internet protocol (IP) and is used to translate an IP address to
a media (MAC) address, defined by a local area network (LAN) such as Ethernet. A station
needing to send an IP packet must learn the MAC address of the IP destination, or of the next
hop router, if the destination is not on the same subnet. This is achieved by broadcasting an
ARP request packet, to which the intended recipient responds by unicasting an ARP reply
containing its MAC address. Once learned, the MAC address is used in the destination
address field of the layer 2 header prepended to the IP packet.

The ARP cache is a table maintained locally in each station on a network. ARP cache entries
are learned by examining the source information in the ARP packet payload fields, regardless
of whether it is an ARP request or response. Thus, when an ARP request is broadcast to all
stations on a LAN segment or virtual LAN (VLAN), every recipient has the opportunity to store
the sender’s IP and MAC address in their respective ARP cache. The ARP response, being
unicast, is normally seen only by the requestor, who stores the sender information in its ARP
cache. Newer information always replaces existing content in the ARP cache.

The number of supported ARP entries is platform-dependent.

Devices can be moved in a network, which means the IP address that was at one time
associated with a certain MAC address is now found using a different MAC, or may have
disappeared from the network altogether (i.e., it has been reconfigured, disconnected, or
powered off). This leads to stale information in the ARP cache unless entries are updated in
reaction to new information seen on the network, periodically refreshed to determine if an
address still exists, or removed from the cache if the entry has not been identified as a sender
of an ARP packet during the course of an ageout interval, usually specified via configuration.

From the ARP link, you can access the following pages:

e Basic on page 221
* Advanced on page 221
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Basic

From the Basic link, you can access the following pages:

* ARP Cache on page 221

ARP Cache

Use this screen to show ARP entries in the ARP Cache.

To display the ARP Cache page, click Routing > ARP> Basic > ARP Cache.

ARP Cache

ARP Cache 7

IP Address m MAC Address

10.27.34.1 1/0/1 00:16:9C:E1:D&:00

To view the ARP cache

1. Use Port to select the associated Unit/Slot/Port of the connection

2. |IP Address displays the IP address. It must be the IP address of a device on a subnet
attached to one of the switch's existing routing interfaces.

3. MAC Address displays the unicast MAC address of the device. The address is six two-digit
hexadecimal numbers separated by colons, for example 00:06:29:32:81:40.

4. Click REFRESH to show the latest IP information.

Advanced

.From the Advanced link, you can access the following pages:

e Static ARP Cache on page 222
* ARP Table Configuration on page 223
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Static ARP Cache
To display the Static ARP Cache page, click Routing > ARP> Advanced > ARP Create.

Static ARP Cache

ARP Cache
e e e e et

ARP Static Configuration

- IP Address MAC Address

ARP Static Configuration

Use this screen to add an entry to the Address Resolution Protocol table.

1. Use IP Address to enter the IP address you want to add. It must be the IP address of a
device on a subnet attached to one of the switch's existing routing interfaces.

2. Use MAC Address to specify the unicast MAC address of the device. Enter the address as
six two-digit hexadecimal numbers separated by colons, for example 00:06:29:32:81:40.

3. Click ADD to add a new static ARP entry to the switch.

4. Click DELETE to delete an existing static ARP entry from the switch.

5. Click APPLY to change the MAC Address mapping to the IP. Configuration changes take
effect immediately.

ARP Cache

Use this screen to show ARP entries in the ARP Cache.

Field Description
Port The associated Unit/Slot/Port of the connection
IP Address Displays the IP address. It must be the IP address of a device on a subnet

attached to one of the switch's existing routing interfaces.

MAC Address The unicast MAC address of the device. The address is six two-digit

hexadecimal numbers separated by colons, for example 00:06:29:32:81:40.

Click REFRESH to show the latest IP information.
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ARP Table Configuration

You can use this screen to change the configuration parameters for the Address Resolution
Protocol Table. You can also use this screen to display the contents of the table.

To display the ARP Table Configuration page, click Routing > ARP> Advanced > ARP Table
Configuration.

ARP Table Configuration

ARP Table Configuration @

Age Time(secs) 1200 (15 to 21800)
Response Time(secs) 10 (1to 10)
Retries 10 0 to |
Cache Size 1024 (256 to 1024)
Dynamic Renew Dizable @ Enable

Total Entry Count W]

Peak Total Entries o

Active Static Entries o

Configured Static Entries 3

Maximum Static Entries 64

Remove From Table None El

To configure the ARP table:

1. Use Age Time to enter the value for the switch to use for the ARP entry ageout time.
You must enter a valid integer, which represents the number of seconds it will take for
an ARP entry to age out. The range for this field is 15 to 21600 seconds. The default
value for Age Time is 1200 seconds.

2. Use Response Time to enter the value for the switch to use for the ARP response time-out.
You must enter a valid integer, which represents the number of seconds the switch will wait
for a response to an ARP request. The range for this field is 1 to 10 seconds. The default
value for Response Time is 1 second.

3. Use Retries to enter an integer that specifies the maximum number of times an ARP
request will be retried. The range for this field is 0 to 10. The default value for Retries is 4.

4. Use Cache Size to enter an integer that specifies the maximum number of entries for the

ARP cache. The range for this field is 256 to 1664. The default value for Cache Size is
1664.

Use Dynamic Renew to control whether the ARP component automatically attempts to
renew ARP Entries of type Dynamic when they age out. The default setting is Enable.

Use Remove from Table to remove certain entries from the ARP Table. The choices listed
specify the type of ARP Entry to be deleted:

* All Dynamic Entries
e All Dynamic and Gateway Entries

* Specific Dynamic/Gateway Entry - Selecting this allows the user to specify the
required IP Address.
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e Specific Static Entry - Selecting this allows the user to specify the required IP
Address.

* None - Selected if the user does not want to delete any entry from the ARP Tabile.
7. Use Remove IP Address to enter the IP Address against the entry that is to be removed

from the ARP Table. This appears only if the user selects Specific Dynamic/Gateway Entry
or Specific Static Entry in the Remove from Table Drop Down List.

Field Description
Total Entry Count Total number of Entries in the ARP table.
Peak Total Entries Highest value reached by Total Entry Count. This counter value is

restarted whenever the ARP table Cache Size value is changed.

Active Static Entries Total number of Active Static Entries in the ARP table.

Configured Static Entries Total number of Configured Static Entries in the ARP table.

Maximum Static Entries Maximum number of Static Entries that can be defined.
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RIP

Note: RIP is a licensed feature and is available only on switches that have
an active license installed.

RIP is an Interior Gateway Protocol (IGP) based on the Bellman-Ford algorithm and targeted
at smaller networks (network diameter no greater than 15 hops). The routing information is
propagated in RIP update packets that are sent out both periodically and in the event of a
network topology change. On receipt of a RIP update, depending on whether the specified
route exists or does not exist in the route table, the router may modify, delete, or add the
route to its route table.

From the RIP link, you can access the following pages:

e Basic on page 225
* Advanced on page 226

Basic

From the Basic link, you can access the following pages:

*  RIP Configuration (Basic) on page 225

RIP Configuration (Basic)
Use the RIP Configuration page to enable and configure or disable RIP in Global mode.

To display the RIP Configuration page, click Routing > RIP> Basic > RIP Configuration.

RIP Configuration

RIP Configuration

RIP Admin Mode Dizable @ Enable

To configure the administrative mode of ARP on the switch:

1. Use the RIP Admin Mode field and select Disable or Enable.
2. Click APPLY to update the switch with the change.

3. Click CANCEL to abandon the change.
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Advanced

From the Advanced link, you can access the following pages:

*  RIP Configuration (Advanced) on page 226
* Interface Configuration on page 227
*  Route Redistribution on page 230

RIP Configuration (Advanced)

Use the RIP Configuration page to enable and configure or disable RIP in Global mode and
to configure global RIP settings.

To display the RIP Configuration page, click Routing > RIP> Advanced > RIP Configuration.

RIP Configuration
RIP Configuration @
RIP Admin Mode Disable @ Enable
Split Horizon Mode None @ Simple Poison Reverse
Auto Summary Mode Enable i@ Disable
Host Routes Accept Mode @ Enable Disable
Global Route Changes o]
Global Queries o]
Default Information Originate Enable i@ Disable
Default Metric 0 (1 to 15)

To configure the advanced RIP global settings:

1. Use RIP Admin Mode to enable or disable RIP for the switch. The default is enable.

2. Use Split Horizon Mode to select none, simple, or poison reverse from the radio buttons.
Split horizon is a technique for avoiding problems caused by including routes in updates sent
to the router from which the route was originally learned. The options are:

* None - No special processing for this case.

e Simple - A route will not be included in updates sent to the router from which it was
learned.

* Poison reverse - A route will be included in updates sent to the router from which it
was learned, but the metric will be set to infinity.

The default is simple.

3. Use Auto Summary Mode to select enable or disable. If you select enable, groups of
adjacent routes will be summarized into single entries in order to reduce the total number of
entries The default is disable.

4. Use Host Routes Accept Mode to select enable or disable. If you select enable, the router
will be accept host routes. The default is enable.

5. Use Default Information Originate to enable or disable Default Route Advertise.
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6. Use Default Metric to set a default for the metric of redistributed routes. This field displays
the default metric if one has already been set or blank if not configured earlier. The valid

values are 1 to 15.

Field

Description

Global Route Changes

The number of route changes made to the IP Route Database by RIP. This
does not include the refresh of a route's age.

Global queries

The number of responses sent to RIP queries from other systems.

Interface Configuration

Use the RIP Interface Configuration page to enable and configure or to disable RIP on a

specific interface.

To display the Interface Configuration page, click Routing > RIP> Advanced > Interface

Configuration.

Interface

Send Version

Receive Version

RIP Admin Mode
Authentication Type
Bad Packets Received
Bad Routes Received

Updates Sent

Status

Interface Configuration

Interface Configuration

Interface P Send Receive Admin Link

Address Version Version Mode State
1/0/5 192.168.5.10
vlan 100 192.168.22.100 RIP-2 Both Dizable Link Daown

/o1 [+]
RIP-2 [=|
Both [=]

) Enable @) Disable

None El

@

RIP-2 Both Disable Link Down

To configure the advanced RIP global settings:

1. Use Interface to select the interface for which data is to be configured.

2. Use Send Version to select the version of RIP control packets the interface should send
from the pull-down menu. The value is one of the following:

* RIP-1-Send RIP version 1 formatted packets via broadcast.
* RIP-1c -RIP version 1 compatibility mode. Send RIP version 2 formatted packets via

broadcast.

* RIP-2 - Send RIP version 2 packets using multicast. The default is RIP-2.

* None - No RIP control packets will be sent.
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3. Use Receive Version to select what RIP control packets the interface will accept from the
pull-down menu. The value is one of the following:

* RIP-1 - Accept only RIP version 1 formatted packets.
* RIP-2 - Accept only RIP version 2 formatted packets. The default is RIP-2.
* Both - Accept packets in either format.
* None - No RIP control packets will be accepted.
4. Use RIP admin mode to enable RIP for an interface. The default is Disable.

5. Use Authentication Type to select an authentication type other than none by clicking on the
'Configure Authentication' button. You will then see a new screen, where you can select the
authentication type from the pull-down menu. The choices are:

* None - This is the initial interface state. If you select this option from the pull-down
menu on the second screen you will be returned to the first screen and no
authentication protocols will be run.

e Simple - If you select 'Simple' you will be prompted to enter an authentication key.
This key will be included, in the clear, in the RIP header of all packets sent on the
network. All routers on the network must be configured with the same key.

*  Encrypt - If you select 'Encrypt' you will be prompted to enter both an authentication
key and an authentication ID. Encryption uses the MD5 Message-Digest algorithm. All
routers on the network must be configured with the same key and ID.

6. Use Authentication Key to enter the RIP Authentication Key for the specified interface. If
you do not choose to use authentication you will not be prompted to enter a key. If you
choose 'simple’ or 'encrypt' the key may be up to 16 octets long. The key value will only be
displayed if you are logged on with Read/Write privileges.

7. Use Authentication Key ID to enter the RIP Authentication Key ID for the specified
interface. If you choose not to use authentication or to use 'simple' you will not be prompted
to enter the key ID. If you choose 'encrypt’ the key ID may be in range from 0 to 255. The
key ID value will be displayed only if you are logged on with Read/Write privileges.

8. Click APPLY to update the switch with the changes.
9. Click REFRESH to update the screen with the most recent information.
10. Click CANCEL to abandon the changes.

RIP Status

Field Description

Interface Displays the interface for which data is configured.
IP Address Displays the IP Address of the router interface.
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Field

Description

Send Version

Displays the version of RIP control packets the interface should send from
the pull-down menu. The value is one of the following:

* RIP-1 - send RIP version 1 formatted packets via broadcast.

* RIP-1c - RIP version 1 compatibility mode. Send RIP version 2 formatted
packets via broadcast.

» RIP-2 - send RIP version 2 packets using multicast. The default is RIP-2.
¢ None: no RIP control packets will be sent.

Receive Version

Displays what RIP control packets the interface will accept from the
pull-down menu. The value is one of the following:

¢ RIP-1 - accept only RIP version 1 formatted packets.

* RIP-2 - accept only RIP version 2 formatted packets. The default is RIP-2.
* Both - accept packets in either format.

* None - no RIP control packets will be accepted.

Admin Mode

Enables RIP for an interface. The default is Disable.

Link State

Indicates whether the RIP interface is up or down.

Bad Packets Received

The number of RIP response packets received by the RIP process which
were subsequently discarded for any reason.

Bad Routes Received

The number of routes, in valid RIP packets, which were ignored for any
reason (e.g., unknown address family, or invalid metric).

Updates Sent

The number of triggered RIP updates actually sent on this interface. This
explicitly does NOT include full updates sent containing new information.
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Route Redistribution

Use the RIP Route Redistribution page to configure which routes are redistributed to other
routers using RIP. The allowable values for each fields are displayed next to the field. If any
invalid values are entered, an alert message is displayed with the list of all the valid values.

To display the Route Redistribution page, click Routing > RIP> Advanced > Route
Redistribution.

Route Redistribution

Source Protocol | Redistribute Mode m Distribute List | Match Internal | Match External Type 1 | Match External Type 2 | Match NSSA External Type 1 | Match NSSA External Type 2
0

Connected Disable o
Static Disable 1} 0
OSPF Disable o 0 Enable Disable Disable Disable Disable

Summary

RIP Route Redistribution Configuration

This screen can be used to configure the RIP Route Redistribution parameters. The
allowable values for each fields are displayed next to the field. If any invalid values are
entered, an alert message will be displayed with the list of all the valid values.

1.

The Source select box is a dynamic selector and is populated by only those Source
Routes that have already been configured for redistribute by RIP. Use Source to
configure another Source Route from among the Available Source Routes. The valid
values are:

e Static
e Connected
e OSPF

Use Redistribute Mode to enable or disable RIP redistribute mode. The default value is
disable.

Use Metric to specify the Metric of redistributed routes for the given Source Route.

Use Distribute List to set the Access List that filters the routes to be redistributed by the
destination protocol. Only permitted routes are redistributed. If this command refers to a
non-existent access list, all routes are permitted. The valid values for Access List IDs are 1
to 199. When used for route filtering, the only fields in an access list that get used are:

e Source IP Address and netmask
e Destination IP Address and netmask
* Action (permit or deny)

All other fields (source and destination port, precedence, ToS, etc.) are ignored.

Click APPLY to update the switch with the changes.
Click CANCEL to abandon the changes.
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The source IP address is compared to the destination IP address of the route. The source IP
netmask in the access list rule is treated as a wildcard mask, indicating which bits in the
source IP address must match the destination address of the route. (Note that a 1 in the
mask indicates a “don't care” in the corresponding address bit.)

When an access list rule includes a destination IP address and netmask (an extended
access list), the destination IP address is compared to the network mask of the destination of
the route. The destination netmask in the access list serves as a wildcard mask, indicating
which bits in the route's destination mask are significant for the filtering operation.

RIP Route Redistribution Summary

This screen displays the RIP Route Redistribution Configurations.

Field Description
Source The Source Route to be Redistributed by RIP.
Metric The Metric of redistributed routes for the given Source Route. Displays

“Unconfigured” when not configured.

Match List of Routes redistributed when “OSPF” is selected as Source. The list
may include one or more of:

e Internal: Sets Internal OSPF Routes to be redistributed

» External Type 1: Sets External Type 1 OSPF Routes to be
redistributed

e External Type 2: Sets External Type 2 OSPF Routes to be

redistributed

NSSA External Type 1: Sets NSSA External Type 1 OSPF Routes to

be redistributed

NSSA External Type 2: Sets NSSA External Type 2 OSPF Routes to

be redistributed

Distribute List The Access List that filters the routes to be redistributed by the
Destination Protocol. Displays 0 when not configured.
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OSPF

Note: OSPF is a licensed feature and is available only on switches that
have an active license installed.

From the OSPF link, you can access the following pages:

* Basic on page 232
* Advanced on page 233

Basic

From the Basic link, you can access the following pages:

e OSPF Configuration (Basic) on page 232

OSPF Configuration (Basic)

Use the OSPF Configuration page to enable OSPF on a router and to configure the related
OSPF settings.

To display the OSPF Configuration page, click Routing > OSPF> Basic > OSPF
Configuration.

OSPF Configuration

OSPF Configuration (T
Admin Mode Disable @ Enable

Router ID 0.0.0.0

To configure the administrative mode of OSPF on the switch:

1. Use Router ID to specify a 32-bit integer in dotted decimal format that uniquely identifies
the router within the autonomous system (AS). To change the Router ID you must first
disable OSPF. After you set the new Router ID, you must re-enable OSPF to have the
change take effect. The default value is 0.0.0.0, although this is not a valid Router ID.

2. Use Admin Mode to select enable or disable. If you select enable, OSPF will be activated
for the switch. The default value is disable. You must configure a Router ID before OSPF
can become operational; see step 1 or by issuing the CLI command:

(Config-router) #frouter-id.

3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.
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Advanced

From the Advanced link, you can access the following pages:

OSPF Configuration (Advanced) on page 234
Common Area Configuration on page 237
Stub Area Configuration on page 238
NSSA Area Configuration on page 239
Area Range Configuration on page 241
Interface Configuration on page 242
OSPF Interface Statistics on page 246
OSPF Neighbor Table on page 249

Link State Database on page 251

Virtual Link Configuration on page 252
Route Redistribution on page 255

NSF OSPF Summary on page 256
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OSPF Configuration (Advanced)

Use the OSPF Configuration page to enable OSPF on a router and to configure the related
OSPF settings.

To display the OSPF Configuration page, click Routing > OSPF> Advanced > OSPF
Configuration.

OSPF Configuration

Default Route Advertise Configuration @
Default Information Originate @ Disable Enable
Always True @ False
Metric a (0 to 16777214)
Metric Type External Type 1 @ External Type 2
OSPF Configuration @
Router ID 0.0.0.0
Admin Mode Enable El
ASBR Mode Disable
RFC 1582 Compatibility Enable [+]
ABR Status
Opaque LSA Status Enable El
Exit Overflow Interval (secs) o (D to 2147483647
SPF Delay Time(secs) 5 {0 to 655335)
SPF Hold Time(secs) 10 (D to 85525)

External LSA Count
External LSA Checksum

AS _OPAQUE LSA Count
AS_OPAQUE LSA Checksum
New LSAs Originated

L5As Received

External LSDE Limit -1 (-1 to 2147482647)
Deafault Metric o (D to 16777214)
Maximum Paths 4 (1to4)

AutoCost Reference Bandwidth 100 (1 to 4234987)
Default Passive Setting Disable El

Helper Support Mode Always El

Helper Strict LSA Checking Enable [+]

Default Route Advertise Configuration

1. When Default Information Originate is enabled, OSPF originates an external LSA
advertising a default route (0.0.0.0/0.0.0.0).

2. Always - If Default Information Originate is enabled, but the Always option is FALSE, OSPF
will only originate a default route if the router already has a default route in its routing table.
Set Always to TRUE to force OSPF to originate a default route regardless of whether the
router has a default route.
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Use Metric to specify the metric of the default route. The range of valid values is 0 to
16777214.

Use Metric Type to set the OSPF metric type of the default route. Two types are supported:
* External Type 1
* External Type 2 - Default is External Type 2.

OSPF Configuration

1.

Use Router ID to specify the 32-bit integer in dotted decimal format that uniquely
identifies the router within the autonomous system (AS). If you want to change the
Router ID you must first disable OSPF. After you set the new Router ID, you must
re-enable OSPF to have the change take effect. The default value is 0.0.0.0, although
this is not a valid Router ID.

Use Admin Mode to select enable or disable. If you select enable, OSPF will be activated
for the switch. The default value is disable. You must configure a Router ID before OSPF
can become operational; see step 1 or by issuing the CLI command:

(Config-router) #router-id.

Enable or disable RFC 1583 Compatibility to specify the preference rules that will be used
when choosing among multiple AS-external-LSAs advertising the same destination. If you
select enable, the preference rules will be those defined by RFC 1583. If you select disable,
the preference rules will be those defined in Section 16.4.1 of the OSPF-2 standard (RFC
2328), which will prevent routing loops when AS-external-LSAs for the same destination
have been originated from different areas. The default value is 'enable’. All routers in the
OSPF domain must be configured the same. If all OSPF routers are capable of operating
according to RFC 2328, RFC 1583 Compatibility should be disabled.

Set the Opaque LSA Status parameter to enable if OSPF should store and flood opaque
LSAs. An opaque LSA is used for flooding user-defined information within an OSPF router
domain.

Use Exit Overflow Interval(secs) to specify how long OSPF must wait before attempting to
leave overflow state. When the number of non-default external LSAs exceeds a configured
limit, the router enters an overflow state as defined in RFC 1765. In overflow state, OSPF
cannot originate non-default external LSAs. If the Exit Overflow Interval is 0, OSPF will not
leave overflow state until it is disabled and re-enabled. The range is 0 to 2,147,483,647
seconds.

Use SPF DelayTime (secs) to specify the number of seconds from when OSPF receives a
topology change to the start of the next SPF calculation. Delay Time is an integer from 0 to
65535 seconds. The default time is 5 seconds. A value of 0 means that there is no delay;
that is, the SPF calculation is started upon a topology change.

Use SPF HoldTime (secs) to specify the minimum time in seconds between two
consecutive SPF calculations. The range is 0 to 65,535 seconds. The default time is 10
seconds. A value of 0 means that there is no delay; that is, two SPF calculations can be
done, one immediately after the other.

Use External LSDB Limit to set the number of the external LSDB limit for OSPF. If the
value is -1, then there is no limit. When the number of non-default AS-external-LSAs in a
router's link-state database reaches the external LSDB limit, the router enters overflow state.
The router never holds more than the external LSDB limit none-default AS-external-LSAs in
database. The external LSDB limit MUST be set identically in all routers attached to the
OSPF backbone and/or any regular OSPF area. The range for limit is -1 to 2147483647 .
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Use Default Metric to set a default for the metric of redistributed routes. This field is blank if
a default metric has not been configured. The range of valid values is 1 to 16777214.

Use Maximum Paths to set the number of paths that OSPF can report for a given
destination. The range of valid values is 1 to 4.

Use AutoCost Reference Bandwidth to configure the auto-cost reference-bandwidth to
control how OSPF calculates link cost. Specify the reference bandwidth in megabits per
second. Unless a link cost is configured, the link cost is computed by dividing the reference
bandwidth by the interface bandwidth. The range is 1 to 4294967.

Use Default Passive Setting to configure the global passive mode setting for all OSPF
interfaces. Configuring this field overwrites any present interface level passive mode setting.
OSPF does not form adjacencies on passive interfaces, but does advertise attached
networks as stub networks.

Field Description

ASBR Mode The router is an Autonomous System Boundary Router if it is configured

to redistribute routes from another protocol, or if it is configured to
originate an external LSA advertising the default route.

ABR Status The router is an Area Border Router if it has active non-virtual interfaces

in two or more OSPF areas.

External LSA Count The number of external (LS type 5) LSAs (link state advertisements) in

the link state database.

External LSA Checksum The sum of the LS checksums of the external LSAs (link state

advertisements) contained in the link-state database. This sum can be
used to determine if there has been a change in a router's link state
database, and to compare the link-state databases of two routers. This
value is in hexadecimal.

AS_OPAQUE LSA Count The number of opaque LSAs with domain wide flooding scope.

AS_OPAQUE LSA Checksum The sum of the LS checksums of the opaque LSAs with domain wide

flooding scope. This sum can be used to determine if there has been a
change in a router's link state database, and to compare the link-state
databases of two routers. This value is in hexadecimal.

New LSAs Originated In any given OSPF area, a router will originate several LSAs. Each router

originates a router-LSA. If the router is also the Designated Router for
any of the area's networks, it will originate network-LSAs for those
networks. This value represents the number of LSAs originated by this
router.

LSAs Received The number of LSAs (link state advertisements) received that were

determined to be new instantiations. This number does not include newer
instantiations of self-originated LSAs.
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Common Area Configuration

The OSPF Common Area Configuration page lets you create a Common Area Configuration
once you have enabled OSPF on an interface. At least one router must have OSPF enabled
for this web page to display.

To display the Common Area Configuration page, click Routing > OSPF> Advanced >
Common Area Configuration.

Common Area Configuration

OSPF Common Area Configuration @)
Area
P External Border Area LSA
Routing Router Checksum

[ 0.0.0.2 Import External LSAs Enable

To configure the OSPF area:

1. Use Area ID to enter the OSPF area ID. An Area ID is a 32-bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.

Field Description
Aging Interval The Link State Advertisement (LSA) aging timer interval.
External Routing A definition of the router's capabilities for the area, including whether or not

AS-external-LSAs are flooded into/throughout the area. If the area is a stub
area, then these are the possible options for which you may configure the
external routing capability, otherwise the only option is “Import External LSAs”:

e Import External LSAs: Import and propagate external LSAs
e Import No LSAs: Do not import and propagate external LSAs

SPF Runs The number of times that the intra-area route table has been calculated using
this area's link-state database. This is typically done using Dijkstra's algorithm.

Area Border Router Count | The total number of area border routers reachable within this area. This is
initially zero, and is calculated in each SPF Pass.

Area LSA Count The total number of link-state advertisements in this area's link-state database,
excluding AS External LSAs.

Area LSA Checksum The 32-bit unsigned sum of the link-state advertisements' LS checksums
contained in this area's link-state database. This sum excludes external (LS
type 5) link-state advertisements. The sum can be used to determine if there
has been a change in a router's link state database, and to compare the
link-state database of two routers.

Import Summary LSAs The summary LSAs will be enabled/disabled imported into this area.

Click ADD to configure the area as a common area.
Click DELETE to delete the common area.
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Stub Area Configuration

To display the Stub Area Configuration page, click Routing > OSPF> Advanced > Stub Area
Configuration.

Stub Area Configuration

OSPF Stub Area Configuration

Area LSA
Checksum

Area
SPF | Border
D
Area Runs | Router
Count

@
Default Cost Type_ of
Service

Hl T N ]

0.0.0.3 Enable 1 Normal

To configure an OSPF stub area:

1. Use Area ID to enter the OSPF area ID. An Area ID is a 32-bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.

2. Use Import Summary LSAs to select enable or disable. If you select enable, summary
LSAs will be imported into stub areas.

3. Use Default Cost to enter the metric value you want applied for the default route advertised
into the stub area. Valid values range from 1 to 16,777,215.

4. Click ADD to configure the area as a stub area.
5. Click DELETE to delete the stub area designation. The area will be returned to normal state.

Field Description

The number of times that the intra-area route table has been calculated
using this area's link-state database. This is typically done using Dijkstra's
algorithm.

SPF Runs

The total number of area border routers reachable within this area. This is
initially zero, and is calculated in each SPF Pass.

Area Border Router Count

The total number of link-state advertisements in this area's link-state
database, excluding AS External LSAs.

Area LSA Count

Area LSA Checksum The 32-bit unsigned sum of the link-state advertisements' LS checksums
contained in this area's link-state database. This sum excludes external (LS
type 5) link-state advertisements. The sum can be used to determine if
there has been a change in a router's link state database, and to compare

the link-state database of two routers.

Type of Service This field is the normal TOS associated with the stub metric.
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NSSA Area Configuration

To display the NSSA Area Configuration page, click Routing > OSPF> Advanced > NSSA
Area Configuration.

NSSA Area Configuration

DI:I---I II = | I II II II I-

OSPF NSSA Area Configuration

ai
Translato Translator Stability Redistribute | Translator

0.0.0.4 Non-Comparable Cost Disabled

To configure an OSPF NSSA area:

1.

Use Area ID to enter the OSPF area ID. An Area ID is a 32-bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.

Use Import Summary LSAs to select enable or disable. If you select enable, summary
LSAs will be imported into NSSA areas.

The Default Information Originate area displays the default Route Information. These
options will permit a user to advertise a default route into the NSSA when Import Summary
LSAs is disabled. They can also be applied by the CLI command area (area-id) nssa
default-info-originate in the ip router OSPF config mode.

* Use Admin Mode to enable or disable the default information originate. Valid values
are True or False.

* Use Metric Value to set the Default Metric value for default information originate. The
valid range of values is 1 to 16777214.

* Use Metric Type to select the type of metric specified in the Metric Value field:
* Comparable Cost - External Type 1 metrics that are comparable to the OSPF
metric
* Non-comparable Cost - External Type 2 metrics that are assumed to be larger
than the cost of the OSPF metric.
Use Translate Role to select the translator role of the NSSA:

* always - Cause the router to assume the role of the translator the instant it becomes
a border router.

* candidate - Cause the router to participate in the translator election process when it
attains border router status.

Use Translate Stability Interval to configure the translator of the NSSA. The value is the
period of time that an elected translation continues to perform its duties after it determines
that its translator status has been deposed by another router.

Use No-Redistribute Mode to configure the NSSA ABR so that learned external routes will
not be redistributed to the NSSA.

Click ADD to configure the area as a NSSA area.

Click DELETE to delete the NSSA area designation. The area will be returned to normal
state.
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Field

Description

SPF Runs

The number of times that the intra-area route table has been calculated
using this area's link-state database. This is typically done using
Dijkstra's algorithm.

Area Border Router Count

The total number of area border routers reachable within this area. This
is initially zero, and is calculated in each SPF Pass.

Area LSA Count

The total number of link-state advertisements in this area's link-state
database, excluding AS External LSAs.

Area LSA Checksum

The 32-bit unsigned sum of the link-state advertisements' LS checksums
contained in this area's link-state database. This sum excludes external
(LS type 5) link-state advertisements. The sum can be used to
determine if there has been a change in a router's link state database,
and to compare the link-state database of two routers.

Translator State

The field tells you if and how the NSSA border router translates type-7

into type-5:

e enabled: The NSSA border router's translator role has been set to
always.

e celected: The candidate NSSA border router is translating type-7
LSAs into type-5.

e disabled: The candidate NSSA border router is NOT translating
type-7 LSAs into type-5.
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Area Range Configuration

Use the OSPF Area Range Configuration page to configure and display an area range for a
specified NSSA.

To display the Area Range Configuration page, click Routing > OSPF> Advanced > Area
Range Configuration.

Area Range Configuration

OSPF Area Range Configuration
-m

To configure an OSPF area range:

1. Use Area ID to specify the area for which data is to be configured.

2. Use IP address to enter the IP Address for the address range for the selected area.

3. Use Subnet Mask to enter the Subnet Mask for the address range for the selected area.
4

Use LSDB Type to select the type of Link Advertisement associated with the specified area
and address range. The default type is 'Network Summary'.

5. Use Advertise to select Enable or Disable. If you select Enable, the address range will be
advertised outside the area via a Network Summary LSA. The default is Enable.

6. Click ADD to add the new address range to the switch.
7. Click DELETE to remove the specified address range from the area configuration.
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Interface Configuration
Use the OSPF Interface Configuration page to configure an OSPF interface.

To display the Interface Configuration page, click Routing > OSPF> Advanced > Interface
Configuration.

Interface Configuration

OSPF Interface Configuration

2 VLANS All
Interface P Subnet Area ID Admin Router Retransmit Hello

Address Mask Mode Priority Interval Interval
1/0/1 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 i0
1/o/2 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
1/0/3 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
1/0/4 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
1/o/s 192.168.3.10 255.255.255.0 0.0.0.2 Enable 1 5 i0
1/0/6 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
1/0/7 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
1/0/8 0.0.0.0 0.0.0.0 0.0.0.0 Disable 1 5 10
Go To Interface

Ift it LSA Ack
Dead e = MTU Passive Authentication | Authentication
Interval Dt Il Ignore Mode LTI LT Type Ke

Interval (ser_s] 9 v ¥

BN | BN S| S| E—

40 al ]. Disable Disable Broadcast Mone
40 1t il Disable Disable Broadcast None
40 1 1 Disable Disable Broadcast None
40 ik it Disable Disable Broadcast None
40 1 1 Disable Disable Broadcast None
40 1 il Disable Disable Broadcast None
40 1 1 Disable Disable Broadcast None
40 1 il Disable Disable Broadcast None

Authentication Designated BBE'_(IJP Nun_|ber L_m:al et et Metric
o - Designated | of Link Link LSA S—
o Router Events LSAs | Checksum

L R R R

To configure an interface for OSPF:

1. Use the check boxes to the left of the Interface field to select each interface to configure.
The same settings are applied dot all selected interfaces..

2. Use Area ID to enter the 32-bit integer in dotted decimal format that uniquely identifies the
OSPF area to which the selected router interface connects. If you assign an Area ID which
does not exist, the area will be created with default values.
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Use Admin Mode* to select enable or disable. The default value is 'disable.' You can
configure OSPF parameters without enabling OSPF Admin Mode, but they will have no
effect until you enable Admin Mode. The following information will be displayed only if the
Admin Mode is enabled: State, Designated Router, Backup Designated Router, Number of
Link Events, LSA ACK Interval, and Metric Cost. For OSPF to be fully functional, you must
enter a valid IP Address and Subnet Mask via the Interface IP Configuration page or through
the CLI command ip address <ipaddr> <subnet-mask>.

Note: *Once OSPF is initialized on the router, it will remain initialized until
the router is reset.

Use Router Priority to enter the OSPF priority for the selected interface. The priority of an
interface is specified as an integer from 0 to 255. The default is 1, which is the highest router
priority. A value of '0" indicates that the router is not eligible to become the designated router
on this network.

Use Retransmit Interval to enter the OSPF retransmit interval for the specified interface.
This is the number of seconds between link-state advertisements for adjacencies belonging
to this router interface. This value is also used when retransmitting database descriptions
and link-state request packets. Valid values range from 1 to 3600 seconds (1 hour). The
default is 5 seconds.

Use Hello Interval to enter the OSPF hello interval for the specified interface in seconds.
This parameter must be the same for all routers attached to a network. Valid values range
from 1 to 65,535. The default is 10 seconds.

Use Dead Interval to enter the OSPF dead interval for the specified interface in seconds.
This specifies how long a router will wait to see a neighbor router's Hello packets before
declaring that the router is down. This parameter must be the same for all routers attached
to a network. This value should a multiple of the Hello Interval, e.g., 4. Valid values range
from 1 to 2147483647. The default is 40.

Use Iftransit Delay Interval to enter the OSPF Transit Delay for the specified interface. This
specifies the estimated number of seconds it takes to transmit a link state update packet
over the selected interface. Valid values range from 1 to 3600 seconds (1 hour). The default
value is 1 second.

Use MTU Ignore to disable OSPF MTU mismatch detection on received database
description packets. Default value is Disable (MTU mismatch detection is enabled).

Use Passive Mode to make an interface passive to prevent OSPF from forming an
adjacency on an interface. OSPF advertises networks attached to passive interfaces as stub
networks. Interfaces are not passive by default.

Use Network Type to set the OSPF network type on the interface to broadcast or
point-to-point. OSPF only selects a designated router and originates network LSAs for
broadcast networks. No more than two OSPF routers may be present on a point-to-point
link. The default network type for Ethernet interfaces is broadcast.

Routing
243



ProSafe M5300 Switch

12. Use Authentication Type to select an authentication type other than none. You can select
the authentication type from the pull-down menu. The choices are:

* None: This is the initial interface state. If you select this option from the pull-down
menu, no authentication protocols will be run.

* Simple - If you select 'Simple' you will be prompted to enter an authentication key.
This key will be included, in the clear, in the OSPF header of all packets sent on the
network. All routers on the network must be configured with the same key.

*  Encrypt - If you select 'Encrypt' you will be prompted to enter both an authentication
key and an authentication ID. Encryption uses the MD5 Message-Digest algorithm. All
routers on the network must be configured with the same key and ID.

13. Use Authentication Key to enter the OSPF Authentication Key for the specified interface. If
you do not choose to use authentication you will not be prompted to enter a key. If you
choose 'simple' authentication you cannot use a key of more than eight octets. If you choose
'encrypt' the key may be up to 16 octets long. The key value will only be displayed if you are
logged on with Read/Write privileges, otherwise it will be displayed as asterisks.

14. Use Authentication Key ID to enter the ID to be used for authentication. You will only be
prompted to enter an ID when you select 'Encrypt' as the authentication type. The ID is a
number between 0 ad 255, inclusive.

15. Use Metric Cost to enter the link cost. OSPF uses this value in computing shortest paths.
The range is from 1 to 65,535.

16. Click APPLY to update the switch with the configured settings.
17. Click CANCEL to abandon the changes.

Field Description
IP Address The IP address of the interface.
Subnet Mask The network mask, indicating the portion of the IP address that identifies

the attached network.

LSA Ack Intervlan (secs) The number of seconds to wait before sending a delayed
acknowledgement.
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Field

Description

State

The current state of the selected router interface. One of:

« Down: This is the initial interface state. In this state, the lower-level
protocols have indicated that the interface is unusable. In this state,
interface parameters will be set to their initial values. All interface
timers will be disabled, and there will be no adjacencies associated
with the interface.

¢ Loopback: In this state, the router's interface to the network is looped
back either in hardware or software. The interface is unavailable for
regular data traffic. However, it may still be desirable to gain
information on the quality of this interface, either through sending
ICMP pings to the interface or through something like a bit error test.
For this reason, IP packets may still be addressed to an interface in
Loopback state. To facilitate this, such interfaces are advertised in
router- LSAs as single host routes, whose destination is the IP
interface address.

« Waiting: The router is trying to determine the identity of the (Backup)
Designated Router for the network by monitoring received Hello
Packets. The router is not allowed to elect a Backup Designated
Router or a Designated Router until it transitions out of Waiting state.
This prevents unnecessary changes of (Backup) Designated Router.

Designated Router

This router is itself the Designated Router on the attached network.
Adjacencies are established to all other routers attached to the network.
The router must also originate a network-LSA for the network node. The
network- LSA will contain links to all routers (including the Designated
Router itself) attached to the network.

Backup Designated Router

This router is itself the Backup Designated Router on the attached network.
It will be promoted to Designated Router if the present Designated Router
fails. The router establishes adjacencies to all other routers attached to the
network. The Backup Designated Router performs slightly different

functions during the LSA flooding, as compared to the Designated Router.

Other Designated Router

The interface is connected to a broadcast on which other routers have
been selected to be the Designated Router and Backup Designated Router
either. The router attempts to form adjacencies to both the Designated
Router and the Backup Designated Router.

Designated Router

The identity of the Designated Router for this network, in the view of the
advertising router. The Designated Router is identified here by its router ID.
The value 0.0.0.0 means that there is no Designated Router. This field is
only displayed if the OSPF admin mode is enabled.

Backup Designated Router

The identity of the Backup Designated Router for this network, in the view
of the advertising router. The Backup Designated Router is identified here
by its router ID. Set to 0.0.0.0 if there is no Backup Designated Router.

Number of Link Events

This is the number of times the specified OSPF interface has changed its
state.

Local Link LSAs

The number of opaque LSAs whose flooding scope is the link on this
interface.

Local Link LSA Checksum

The sum of the checksums of local link LSAs for this link.
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OSPF Interface Statistics

This screen displays statistics for the selected interface. The information will be displayed
only if OSPF is enabled.

To display the OSPF Interface Statistics page, click Routing > OSPF> Advanced > OSPF
Interface Statistics.

neECEIved FalreLs

Discards

Bad Version

Virtual Link Not Found

Area Mismatch

Invalid Destination Address
No Neighbor at Source Address
Invalid OSPF Packet Type
Hellos Ignored

Hellos Sent

Hellos Received

DD Packets Sent

DD Packets Received

LS Requests Sent

LS Requests Received

LS Updates Sent

LS Updates Received

LS Acknowledgements Sent

LS Acknowledgements Received

To view OSPF statistics for an interface, select the interface from the Interface menu.

Field Description

OSPF Area ID The OSPF area to which the selected router interface belongs. An OSPF
Area ID is a 32 bit integer in dotted decimal format that uniquely identifies
the area to which the interface connects.

Area Border Router Count The total number of area border routers reachable within this area. This is
initially zero, and is calculated in each SPF Pass.

AS Border Router Count The total number of Autonomous System border routers reachable within
this area. This is initially zero, and is calculated in each SPF Pass.

Area LSA Count The total number of link-state advertisements in this area's link-state
database, excluding AS External LSAs.

IP Address The IP address of the interface.
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Field

Description

Interface Events

The number of times the specified OSPF interface has changed its state, or
an error has occurred.

Virtual Events

The number of state changes or errors that have occurred on this virtual
link.

Neighbor Events

The number of times this neighbor relationship has changed state, or an
error has occurred.

External LSA Count

The number of external (LS type 5) link-state advertisements in the
link-state database.

Sent packets

The number of OSPF packets transmitted on the interface.

Received packets

The number of valid OSPF packets received on the interface.

Discards The number of received OSPF packets discarded because of an error in
the packet or an error in processing the packet.
Bad Version The number of received OSPF packets whose version field in the OSPF

header does not match the version of the OSPF process handling the
packet.

Source Not On Local Subnet

The number of received packets discarded because the source IP address
is not within a subnet configured on a local interface.

Virtual Link Not Found

The number of received OSPF packets discarded where the ingress
interface is in a non-backbone area and the OSPF header identifies the
packet as belonging to the backbone, but OSPF does not have a virtual link
to the packet's sender.

Area Mismatch

The number of OSPF packets discarded because the area ID in the OSPF
header is not the area ID configured on the ingress interface.

Invalid Destination Address

The number of OSPF packets discarded because the packet's destination
IP address is not the address of the ingress interface and is not the
AlIDrRouters or AlISpfRouters multicast addresses.

Wrong Authentication Type

The number of packets discarded because the authentication type
specified in the OSPF header does not match the authentication type
configured on the ingress interface.

Authentication Failure

The number of OSPF packets dropped because the sender is not an
existing neighbor or the sender's IP address does not match the previously
recorded IP address for that neighbor.

No Neighbor at Source
Address

The number of OSPF packets dropped because the sender is not an
existing neighbor or the sender's IP address does not match the previously
recorded IP address for that neighbor.

Invalid OSPF Packet Type

The number of OSPF packets discarded because the packet type field in
the OSPF header is not a known type.

Hellos Ignored

The number of received Hello packets that were ignored by this router from
the new neighbors after the limit has been reached for the number of
neighbors on an interface or on the system as a whole.
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Field

Description

Hellos Sent

The number of Hello packets sent on this interface by this router.

Hellos Received

The number of Hello packets received on this interface by this router.

DD Packets Sent

The number of Database Description packets sent on this interface by this
router.

DD Packets Received

The number of Database Description packets received on this interface by
this router.

LS Requests Sent

The number of LS Requests sent on this interface by this router.

LS Requests Received

The number of LS Requests received on this interface by this router.

LS Updates Sent

The number of LS updates sent on this interface by this router.

LS Updates Received

The number of LS updates received on this interface by this router.

LS Acknowledgements Sent

The number of LS acknowledgements sent on this interface by this router.

LS Acknowledgements
Received

The number of LS acknowledgements received on this interface by this
router.

Click REFRESH to refresh the data on the screen to show the latest interface statistics.

Click CLEAR to clear all the statistics of the OSPF interface.
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OSPF Neighbor Table

This screen displays the OSPF neighbor table list. When a particular neighbor ID is specified,
detailed information about a neighbor is given. The information below will only be displayed if
OSPF is enabled.

To display the OSPF Neighbor Table page, click Routing > OSPF> Advanced > OSPF
Neighbor Table.

OSPF Neighbor Table

OSPF Neighbor Table

Search By Interface GO

Neighbor | Neighbor Router | Area Router Hellos Retransmission | Up Dead
Interface | IP ERISEes ID ID Priority EE|| B || Rt Suppressed | Queue length Time | Time
Address Index i i

Field Description

Interface Displays the interface for which data is to be displayed or configured. Slot 0 is the
base unit.

Router ID A 32-bit integer in dotted decimal format representing the neighbor interface.

Neighbor IP Address | The IP address of the neighboring router's interface to the attached network. It is
used as the destination IP address when protocol packets are sent as unicasts
along this adjacency. Also used in router-LSAs as the Link ID for the attached
network if the neighboring router is selected to be designated router. The Neighbor
IP address is learned when Hello packets are received from the neighbor. For
virtual links, the Neighbor IP address is learned during the routing table build

process.
Area ID The area ID of the OSPF area associated with the interface.
Options An integer value that indicates the optional OSPF capabilities supported by the

neighbor. The neighbor's optional OSPF capabilities are also listed in its Hello
packets. This enables received Hello Packets to be rejected (i.e., neighbor
relationships will not even start to form) if there is a mismatch in certain crucial
OSPF capabilities.

Router Priority The OSPF priority for the specified interface. The priority of an interface is a priority
integer from 0 to 255. A value of '0' indicates that the router is not eligible to
become the designated router on this network.

Neighbor Interface A Unit/Slot/Port identifying the neighbor interface index.
Index
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Field

Description

State

The state of a neighbor can be the following:

* Down - This is the initial state of a neighbor conversation. It indicates that there
has been no recent information received from the neighbor. On NBMA
networks, Hello packets may still be sent to “Down” neighbors, although at a
reduced frequency.

* Attempt - This state is only valid for neighbors attached to NBMA networks. It
indicates that no recent information has been received from the neighbor, but
that a more concerted effort should be made to contact the neighbor. This is
done by sending the neighbor Hello packets at intervals of Hello Interval.

« Init - In this state, a Hello packet has recently been seen from the neighbor.
However, bidirectional communication has not yet been established with the
neighbor (i.e., the router itself did not appear in the neighbor's Hello packet).
All neighbors in this state (or greater) are listed in the Hello packets sent from
the associated interface.

e 2-Way - In this state, communication between the two routers is bidirectional.
This has been assured by the operation of the Hello Protocol. This is the most
advanced state short of beginning adjacency establishment. The (Backup)
Designated Router is selected from the set of neighbors in state 2-Way or
greater.

» Exchange Start - This is the first step in creating an adjacency between the two
neighboring routers. The goal of this step is to decide which router is the
master, and to decide upon the initial DD sequence number. Neighbor
conversations in this state or greater are called adjacencies.

* Exchange - In this state the router is describing its entire link state database by
sending Database Description packets to the neighbor. In this state, Link State
Request Packets may also be sent asking for the neighbor's more recent
LSAs. All adjacencies in Exchange state or greater are used by the flooding
procedure. These adjacencies are fully capable of transmitting and receiving
all types of OSPF routing protocol packets.

¢ Loading - In this state, Link State Request packets are sent to the neighbor

asking for the more recent LSAs that have been discovered (but not yet
received) in the Exchange state.

Full - In this state, the neighboring routers are fully adjacent. These adjacencies

will now appear in router-LSAs and network-LSAs.

Events

The number of times this neighbor relationship has changed state, or an error has
occurred.

Permanence

This variable displays the status of the entry. 'dynamic' and 'permanent' refer to
how the neighbor became known.

Hellos Suppressed

This indicates whether Hellos are being suppressed to the neighbor.

Retransmission Queue
Length

An integer representing the current length of the retransmission queue of the
specified neighbor router Id of the specified interface.

Up Time

Neighbor uptime; how long since the adjacency last reached the Full state.

Dead Time

The amount of time, in seconds, to wait before the router assumes the neighbor is
unreachable.

Click REFRESH to show the latest DHCP bindings information.
Click CLEAR to clear all the neighbors in the table.
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Link State Database
Use the OSPF Link State Database page to display OSPF link state information.

To display the Link State Database page, click Routing > OSPF> Advanced > Link State
Database.

Link State Database

Link State Database

Router Area LSA
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External LSDB Table

Router
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AS Opaque LSDB Table

Router
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Field Description

Router ID The 32-bit integer in dotted decimal format that uniquely identifies the router
within the autonomous system (AS). The Router ID is set on the IP
Configuration page. If you want to change the Router ID you must first disable
OSPF. After you set the new Router ID, you must re-enable OSPF to have
the change take effect. The default value is 0.0.0.0, although this is not a valid
Router ID.

Area ID The ID of an OSPF area to which one of the router interfaces is connected.
An Area ID is a 32 bit integer in dotted decimal format that uniquely identifies
the area to which an interface is connected.

LSA Type The format and function of the link state advertisement. One of the following:
¢ Router Links

¢ Network Links

¢ Network Summary

¢ ASBR Summary

¢ AS-external

LS ID The Link State ID identifies the piece of the routing domain that is being
described by the advertisement. The value of the LS ID depends on the
advertisement's LS type.

Age The time since the link state advertisement was first originated, in seconds.

Sequence The sequence number field is a signed 32-bit integer. It is used to detect old
and duplicate link state advertisements. The larger the sequence number, the
more recent the advertisement.

Routing
251



ProSafe M5300 Switch

Field Description

Checksum The checksum is used to detect data corruption of an advertisement. This
corruption can occur while an advertisement is being flooded, or while it is
being held in a router's memory. This field is the checksum of the complete
contents of the advertisement, except the LS age field.

Options The Options field in the link state advertisement header indicates which

optional capabilities are associated with the advertisement. The options are:
¢ Q: This enables support for QoS Traffic Engineering.
e E: This describes the way AS-external-LSAs are flooded.

e MC: This describes the way IP multicast datagrams are forwarded
according to the standard specifications.

¢ O: This describes whether Opaque-LSAs are supported.

e V: This describes whether OSPF++ extensions for VPN/COS are
supported.

Click REFRESH to show the latest OSPF Link State information.

Virtual Link Configuration

Use the OSPF Virtual Link Configuration page to create or configure virtual interface
information for a specific area and neighbor. A valid OSPF area must be configured before
this page can be displayed.

To display the Virtual Link Configuration page, click Routing > OSPF> Advanced > Virtual

Link Configuration.

Virtual Link Configuration

OSPF Virtual Link Configuration

e T Neighbor Router Hello Dead Interval
D Interval

Retransmit Authentication | Authentication Authentication Neighbor
Interval Type Key D State

| I— |

To configure an OSPF virtual link:

1. Use Area ID to enter the area ID of the OSPF area. Virtual links may be configured
between any pair of area border routers having interfaces to a common (non-backbone)

area.

2. Use Neighbor Router ID to enter the neighbor portion of a Virtual Link specification. Virtual
links may be configured between any pair of area border routers having interfaces to a
common (non-backbone) area.
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3. Use Hello Interval to enter the OSPF hello interval for the specified interface in seconds.
This parameter must be the same for all routers attached to a network. Valid values range
from 1 to 65,535. The default is 10 seconds.

4. Use Dead Interval to enter the OSPF dead interval for the specified interface in seconds.
This specifies how long a router will wait to see a neighbor router's Hello packets before
declaring that the router is down. This parameter must be the same for all routers attached
to a network. This value should a multiple of the Hello Interval, e.g., 4. Valid values range
from 1 to 2147483647. The default is 40.

5. Use Iftransit Delay Interval to enter the OSPF Transit Delay for the specified interface. This
specifies the estimated number of seconds it takes to transmit a link state update packet
over the selected interface. Valid values range from 1 to 3600 seconds (1 hour). The default
value is 1 second.

6. Use Retransmit Interval to enter the OSPF retransmit interval for the specified interface.
This is the number of seconds between link-state advertisements for adjacencies belonging
to this router interface. This value is also used when retransmitting database descriptions
and link-state request packets. Valid values range from 1 to 3600 seconds (1 hour). The
default is 5 seconds.

7. Use Authentication Type to select an authentication type other than none by clicking on the
'Configure Authentication' button. You will then see a new screen, where you can select the
authentication type from the pull-down menu. The choices are:

* None - This is the initial interface state. If you select this option from the pull-down
menu on the second screen you will be returned to the first screen.

e Simple - If you select 'Simple' you will be prompted to enter an authentication key.
This key will be included, in the clear, in the OSPF header of all packets sent on the
network. All routers on the network must be configured with the same key.

* Encrypt - If you select 'Encrypt’ you will be prompted to enter both an authentication
key and an authentication ID. Encryption uses the MD5 Message-Digest algorithm.
All routers on the network must be configured with the same key and ID.

8. Use Authentication Key to enter the OSPF Authentication Key for the specified interface. If
you do not choose to use authentication you will not be prompted to enter a key. If you
choose 'simple’ authentication you cannot use a key of more than eight octets. If you choose
‘encrypt' the key may be up to 16 octets long. The key value will only be displayed if you are
logged on with Read/Write privileges, otherwise it will be displayed as asterisks.

9. Use Authentication ID to enter the ID to be used for authentication. You will only be
prompted to enter an ID when you select 'Encrypt' as the authentication type. The ID is a
number between 0 ad 255, inclusive.

10. Click ADD to add a new virtual link to the switch.
11. Click DELETE to remove the specified virtual link from the switch configuration.
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Field

Description

Neighbor State

The OSPF interface state, it can be these values:

Down: This is the initial interface state. In this state, the lower-level protocols have
indicated that the interface is unusable. In this state, interface parameters will be set
to their initial values. All interface timers will be disabled, and there will be no
adjacencies associated with the interface.

Waiting: The router is trying to determine the identity of the (Backup) Designated
Router by monitoring received Hello Packets. The router is not allowed to elect a
Backup Designated Router or a Designated Router until it transitions out of Waiting
state. This prevents unnecessary changes of (Backup) Designated Router.

Point-to-Point: The interface is operational, and is connected either to the virtual link.
On entering this state the router attempts to form an adjacency with the neighboring
router. Hello Packets are sent to the neighbor every Hellolnterval seconds.

Designated Router: This router is itself the Designated Router on the attached
network. Adjacencies are established to all other routers attached to the network. The
router must also originate a network-LSA for the network node. The network- LSA will
contain links to all routers (including the Designated Router itself) attached to the
network.

Backup Designated Router: This router is itself the Backup Designated Router on the
attached network. It will be promoted to Designated Router if the present Designated
Router fails. The router establishes adjacencies to all other routers attached to the
network. The Backup Designated Router performs slightly different functions during
the Flooding Procedure, as compared to the Designated Router.

Other Designated Router: The interface is connected to a broadcast or NBMA network
on which other routers have been selected to be the Designated Router and Backup
Designated Router either. The router attempts to form adjacencies to both the
Designated Router and the Backup Designated Router.

Neighbor State

The state of the Virtual Neighbor Relationship.
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Route Redistribution

This screen can be used to configure the OSPF Route Redistribution parameters. The
allowable values for each fields are displayed next to the field. If any invalid values are
entered, an alert message will be displayed with the list of all the valid values.

To display the Route Redistribution page, click Routing > OSPF> Advanced > Route
Redistribution.

Route Redistribution

OSPFv3 Route Redistribution

Redistribute
.m_ rietric Tvee _

Connected Dlsable D E)d:ernal Type 2 D

Static Disable o External Type 2 u}

To configure OSPF route redistribution:

1. Use Source to list available source routes that have not previously been configured for
redistribution by OSPF. The valid values are 'Static', 'Connected’, and 'RIP'.

2. Use Redistribute Option to enable or disable the redistribution for the selected source
protocol.

3. Use Metric to set the metric value to be used as the metric of redistributed routes. This field

displays the metric if the source was pre-configured and can be modified. The valid values
are 0 to 16777214.

4. Use Metric Type to set the OSPF metric type of redistributed routes.

5. Use Tag to set the tag field in routes redistributed. This field displays the tag if the source
was pre-configured, otherwise 0 and can be modified. The valid values are 0 to
4294967295.

6. Use Subnets to set whether the subnetted routes should be redistributed.

7. Use Distribute List to set the Access List that filters the routes to be redistributed by the
destination protocol. Only permitted routes are redistributed. If this command refers to a
non-existent access list, all routes are permitted. The valid values for Access List IDs are 1
to 199.

When used for route filtering, the only fields in an access list that get used are:

e Source IP Address and netmask
e Destination IP Address and netmask
e Action (permit or deny)

All other fields (source and destination port, precedence, ToS, and so on) are ignored.
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NSF OSPF Summary

Use the NSF OSPF Configuration page to configure the non-stop forwarding (NSF) support
mode and to view NSF summary information for the OSPF feature. NSF is a feature used in
switch stacks to maintain switching and routing functions in the event of a stack unit failure.
For information about NSF, see Nonstop Forwarding on page 71.

To display the page, click To display the Route Redistribution page, click Routing > OSPF>
Advanced > NSF OSPF Summary.

NSF OSPF Summary

NSF OSPF Summary @
Support Mode Dizabled El
Restart Interval 120 (0-1800)

Restart Status
Restart Age (secs)

Restart Exit Reason

To configure NSF settings for OSPF:

1. Use Support Mode to configure the administrative mode of NSF for the OSPF feature.

2. Use Restart Interval to configure the length of the grace period on the restarting router. The
value you specify is the number of seconds that the restarting router asks its neighbors to
wait before exiting helper mode. The restarting router includes the restart interval in its grace
LSAs. The valid range 1-1800 seconds, and the default value is 120 seconds.

3. Click APPLY to update the switch with the changes.
4. Click REFRESH to update the screen with the most recent information.
5. Click CANCEL to abandon the changes.

Field Description

Restart Status Displays the restart status of the restarting router. The possible values are:
* Not Restarting

* Planned Restart

* Unplanned Restart

Restart Age If a graceful restart is in progress, this field shows the number of seconds until
the grace period expires.

Restart Exit Reason | Displays how the master unit on the stack last started up. The possible values are:
* Not Attempted — Graceful restart has not been attempted.

* In Progress — Restart is in progress.

» Completed — The previous graceful restart completed successfully.

» Timed Out — The previous graceful restart timed out.

» Topology Changed — The previous graceful restart terminated prematurely
because of a topology change.
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OSPFv3

OSPFv3 is the Open Shortest Path First routing protocol for IPv6. It is similar to OSPFv2 in
its concept of a link state database, intra/inter area, and AS external routes and virtual links. It
differs from its IPv4 counterpoint in a number of respects, including the following: peering is
done via link-local addresses; the protocol is link-based rather than network-based; and
addressing semantics have been moved to leaf LSAs, which eventually allow its use for both
IPv4 and IPv6. Point-to-point links are also supported in order to enable operation over
tunnels.

It is possible to enable OSPF and OSPFv3 at the same time. OSPF works with IPv4 and
OSPFv3 works with IPv6.

From the OSPF link, you can access the following pages:

* Basic on page 257
* Advanced on page 258

Basic

From the Basic link, you can access the following pages:

e OSPFv3 Configuration on page 257

OSPFv3 Configuration
Use the OSPFv3 Configuration page to activate and configure OSPFv3 for a switch.

To display the OSPFv3 Configuration page, click Routing > OSPFv3> Basic > OSPFv3
Configuration.

0SPFv3 Configuration

0OSPFv3 Configuration
Admin Mode Disable @ Enable

Router ID 0.0.0.0

To configure global OSPFv3 settings:

1. Use Admin Mode* to select enable or disable. If you select enable, OSPFv3 will be
activated for the switch. The default value is disable. You must configure a Router ID
before OSPFv3 can become operational. This can also be done by issuing the CLI
command router-id, in the IPv6 router OSPF mode.

2. Use Router ID to specify the 32-bit integer in dotted decimal format that uniquely identifies
the router within the autonomous system (AS). If you want to change the Router ID you
must first disable OSPFv3. After you set the new Router ID, you must re-enable OSPFv3 to
have the change take effect. The default value is 0.0.0.0, although this is not a valid Router
ID.
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Note: *Once OSPFv3 is initialized on the router, it will remain initialized
until the router is reset.

3. Click APPLY to update the switch with the changes.
4. Click CANCEL to abandon the changes.

Advanced

From the Advanced link, you can access the following pages:

*  OSPFv3 Configuration on page 259

e Common Area Configuration on page 262
e Stub Area Configuration on page 263

* NSSA Area Configuration on page 264
* Area Range Configuration on page 265
* Interface Configuration on page 266

* Interface Statistics on page 269

e Neighbor Table on page 272

e Link State Database on page 273

e Virtual Link Configuration on page 275
*  Route Redistribution on page 277

e NSF OSPFv3 Summary on page 278
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OSPFv3 Configuration
Use the OSPFv3 Configuration page to activate and configure OSPFv3 for a switch.

To display the OSPFv3 Configuration page, click Routing > OSPFv3> Advanced > OSPFv3
Configuration.

0SPFv3 Configuration

Default Route Advertise Configuration

Default Information Originate @ Disable Enable

Always True @ False
Meatric W] (1 to 16777214) Enter 0 to unconfigure
Metric Type External Type 1 @ External Type 2
OSPFv3 Configuration (@
Router ID 0.0.0.0
Admin Mode Enable El
ASBR Mode Diszable
ABR Status
Exit Overflow Interval (secs) 0] (D to 21474836547)

External LSA Count
External LSA Checksum
New LSAs Originated

LSAs Recaived

External LSDE Limit -1 {-1{Mo Limit) to 2147483547)

Default Metric 0 {1 to 16777214) Enter 0 to unconfigure
Maximum Paths 4 (1to4)

AutoCost Reference Bandwidth 100 (1to 4254367)

Default Passive Setting Dizable El

Helper Support Mode Always El

Helper Strict LSA Checking Enable [+]

Default Route Advertise

1. Use Default Information Originate to enable or disable Default Route Advertise. Note
that the values for 'Always’, 'Metric' and 'Metric Type' can only be configured after
Default Information Originate is set to enable. If Default Information Originate is set to
enable and values for 'Always', 'Metric' and 'Metric Type' are already configured, then
setting Default Information Originate back to disable will set the 'Always', 'Metric' and
'Metric Type' values to default.

2. Use Always to set the router advertise when set to “True”.
3. Use Metric to specify the metric of the default route. The valid values are 0 to 16777214.

4. Use Metric Type to set the metric type of the default route. Valid values are External Type 1
and External Type 2.
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OSPFv3 Configuration

1.

Use Router ID to specify the 32-bit integer in dotted decimal format that uniquely
identifies the router within the autonomous system (AS). If you want to change the
Router ID you must first disable OSPFv3. After you set the new Router ID, you must
re-enable OSPFv3 to have the change take effect. The default value is 0.0.0.0, although
this is not a valid Router ID.

Use Admin Mode* to select enable or disable. If you select enable, OSPFv3 will be
activated for the switch. The default value is enable. You must configure a Router ID before
OSPFv3 can become operational. This can also be done by issuing the CLI command
router-id, in the IPv6 router OSPF mode.

Note: *Once OSPFv3 is initialized on the router, it will remain initialized
until the router is reset.

Use Exit Overflow Interval to enter the number of seconds that, after entering overflow
state, the router should wait before attempting to leave overflow state. This allows the router
to again originate non-default AS-external-LSAs. If you enter 0, the router will not leave
Overflow State until restarted. The range is 0 to 2147483647 seconds.

Use External LSDB Limit to specify the maximum number of AS-External-LSAs that can be
stored in the database. A value of -1 implies there is no limit on the number that can be
saved. The valid range of values is -1 to 2147483647.

Use Default Metric to set a default for the metric of redistributed routes. This field displays
the default metric if one has already been set or blank if not configured earlier. The valid
values are 1 to 16777214.

Use Maximum Paths to configure the maximum number of paths that OSPFv3 can report
to a given destination. The valid values are 1 to 4.

Use AutoCost Reference Bandwidth to configure the auto-cost reference-bandwidth to
control how OSPF calculates default metrics for the interface. The valid values are 1 to
4294967

Use Default Passive Setting to configure the global passive mode setting for all OSPF
interfaces. Configuring this field overwrites any present interface level passive mode setting.
OSPF does not form adjacencies on passive interfaces, but does advertise attached
networks as stub networks.
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Field Description

ASBR Mode Reflects whether the ASBR mode is enabled or disabled. Enable implies
that the router is an autonomous system border router. Router
automatically becomes an ASBR when it is configured to redistribute
routes learnt from other protocol.

ABR Status The values of this are enabled or disabled. Enabled implies that the

router is an area border router. Disabled implies that it is not an area
border router.

External LSA Count

The number of external (LS type 5) LSAs (link state advertisements) in
the link state database.

External LSA Checksum

The sum of the LS checksums of the external LSAs (link state
advertisements) contained in the link-state database. This sum can be
used to determine if there has been a change in a router's link state
database, and to compare the link-state databases of two routers.

New LSAs Originated

In any given OSPFvV3 area, a router will originate several LSAs. Each
router originates a router-LSA. If the router is also the Designated Router
for any of the area's networks, it will originate network-LSAs for those
networks. This value represents the number of LSAs originated by this
router.

LSAs Received

The number of LSAs (link state advertisements) received that were
determined to be new instantiations. This number does not include
newer instantiations of self-originated LSAs.
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Common Area Configuration
Use the Common Area Configuration page to create and configure an OSPFv3 area.

To display the Common Area Configuration page, click Routing > OSPFv3> Advanced >
Common Area Configuration.

Common Area Configuration

0SPFv2 Common Area Configuration @

Area
——— External Border Area LSA
Routing Runs | Router Checksum
Count

il I_-----

0.0.0.0 Import External LSAs

1. Use Area ID to enter the OSPF area ID. An Area ID is a 32 bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.

2. Click ADD to configure the area as a common area.
3. Click DELETE to delete the common area.

Field Description

External Routing A definition of the router's capabilities for the area, including whether or
not AS-external-LSAs are flooded into/throughout the area.

SPF Runs The number of times that the intra-area route table has been calculated
using this area's link-state database. This is done using Dijkstra's
algorithm.

Area Border Router Count The total number of area border routers reachable within this area. This

is initially zero, and is calculated in each SPF Pass.

Area LSA Count The total number of link-state advertisements in this area's link-state
database, excluding AS External LSAs.

Area LSA Checksum The 32-bit unsigned sum of the link-state advertisements' LS
checksums contained in this area's link-state database. This sum
excludes external (LS type 5) link-state advertisements. The sum can
be used to determine if there has been a change in a router's link state
database, and to compare the link-state database of two routers.

Import Summary LSAs The summary LSAs will be enabled/disabled imported into this area.
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Stub Area Configuration

To display the Stub Area Configuration page, click Routing > OSPFv3> Advanced > Stub
Area Configuration.

Stub Area Configuration

OSPFv3 Stub Area Configuration

Area
SPF | Border Area LSA Type of
Al 1D Default Cost
rea Runs | Router Checksum etau os Service
Count

Ol I i [

To configure an OSPFv3 stub area:

1. Use Area ID to enter the OSPF area ID. An Area ID is a 32 bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.
2. Use Import Summary LSAs to select enable or disable. If you select enable, summary
LSAs will be imported into areas. Defaults to Enable.
3. Use Default Cost to enter the metric value you want applied for the default route advertised
into the stub area. Valid values range from 1 to 16,777,215. This value is applicable only to
Stub areas.
4. Click ADD to configure the area as a stub area.
5. Click DELETE to delete the stub area designation. The area will be returned to normal state.
Field Description
SPF Runs The number of times that the intra-area route table has been
calculated using this area's link-state database. This is done using
Dijkstra's algorithm.

Area Border Router Count The total number of area border routers reachable within this area.
This is initially zero, and is calculated in each SPF Pass.

Area LSA Count The total number of link-state advertisements in this area's link-state

database, excluding AS External LSAs.

Area LSA Checksum The 32-bit unsigned sum of the link-state advertisements' LS

checksums contained in this area's link-state database. This sum
excludes external (LS type 5) link-state advertisements. The sum can
be used to determine if there has been a change in a router's link
state database, and to compare the link-state database of two routers.
Type of Service This field is the normal TOS associated with the stub metric.
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NSSA Area Configuration

To display the NSSA Area Configuration page, click Routing > OSPFv3> Advanced > NSSA
Area Configuration.

NSSA Area Configuration

I
Runs

I:II:I-- -I_II_II_II_II_II_II_I-

OSPFv3 NSSA Area Configuration

Default Information Originate
rea Import
order Area LSA . ":Im Admm Metric vals Metric T Translator | Translator Stability | Redistribute | Translato
outer Checksum an Mnde vee Role Interval Mode s
ount

1. Use Area ID to enter the OSPF area ID. An Area ID is a 32-bit integer in dotted decimal
format that uniquely identifies the area to which a router interface connects.

2. Use Import Summary LSAs to select enable or disable. If you select enable summary
LSAs will be imported into areas. Defaults to Enable.

3. Use Default Information Originate to advertise a default route into the NSSA when Import
Summary LSAs is disabled. This can also be applied by the CLI command area
<areaid> nssa default-info-originate in the IPv6 router OSPF config mode.

4. Use Admin Mode to enable or disable the default information originate. Valid values are
True or False.

5. Use Metric Value to set the Default Metric value for default information originate. The valid
range of values is 1 to 16777214.

6. Use Metric Type to select the type of metric specified in the Metric Value field.
 Comparable Cost - External Type 1 metrics that are comparable to the OSPFv3

metric
* Non-comparable Cost - External Type 2 metrics that are assumed to be larger than
the cost of the OSPFv3 metric

7. Use Translator Role to specify the NSSA Border router's ability to perform NSSA translation
of type-7 LSAs into type-5 LSAs. The valid values are 'Always' and 'Candidate’.

8. Use Translator Stability Interval to specify the number of seconds after an elected
translator determines its services are no longer required, that it should continue to perform
its translation duties. The valid range of values is 0 to 3600.

9. Use No-Redistribute Mode to enable or disable the No-Redistribute Mode.

10. Click ADD to configure the area as a NSSA area.

11. Click DELETE to delete the NSSA area designation. The area will be returned to normal
state.

Field Description
SPF Runs The number of times that the intra-area route table has been calculated

using this area's link-state database. This is done using Dijkstra's algorithm.

Area Border Router Count The total number of area border routers reachable within this area. This is

initially zero, and is calculated in each SPF Pass.
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Field Description

Area LSA Count The total number of link-state advertisements in this area's link-state
database, excluding AS External LSAs.

Area LSA Checksum The 32-bit unsigned sum of the link-state advertisements' LS checksums
contained in this area's link-state database. This sum excludes external (LS
type 5) link-state advertisements. The sum can be used to determine if there
has been a change in a router's link state database, and to compare the
link-state database of two routers.

Translator State Translator State 'Enabled' means that the NSSA router OSPFv3 Area NssA
Translator Role has been set to always. Translator State of 'Elected' means a
candidate NSSA Border router is translating type-7 LSAs into type-5.'
Disabled' implies that a candidate NSSA Border router is NOT translating
type-7 LSAs into type-5.

Area Range Configuration
Use the Area Range Configuration page to configure OSPFv3 area ranges.

To display the Area Range Configuration page, click Routing > OSPFv3> Advanced > Area
Range Configuration.

Area Range Configuration

OSPFv3 Area Range Configuration

| [aea> [ iveerons 1500 Type

1. Use Area ID to specify the area for which data is to be configured.

2. Use IPv6 Prefix to enter the IPv6 Prefix/Prefix Length for the address range for the selected
area.

3. Use LSDB Type to select the type of Link Advertisement associated with the specified area
and address range. The default type is 'Network Summary'.

4. Use Advertise to select Enable or Disable. If you select Enable, the address range will be
advertised outside the area via a Network Summary LSA. The default is Enable.

5. Click ADD to add the new address range to the switch.
6. Click DELETE to remove the specified address range from the area configuration.
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Interface Configuration
Use the OSPFv3 Interface Configuration page to create and configure OSPFv3 interfaces.

To display the Interface Configuration page, click Routing > OSPFv3> Advanced > Interface
Configuration.

0SPFv3 Interface Configuration

0SPFv3 Interface Configuration

2 VLANS TUNNELS All

Interface IPv6 e T Admin Router Retransmit Hello
Address Mode Priority Interval Interval
10

1/0/1 0.0.0.0 Disable 1 5

1/o0/2 0.0.0.0 Disable 1 5 10
1/0/3 0.0.0.0 Disable 1 5 i0
1/0/4 0.0.0.0 Disable 1 5 10
1/0/5 0.0.0.0 Disable 1 5 i0
1/0/6 0.0.0.0 Disable 1 5 10

&
rface GO
Rantaeicl P ant MTU Passive Freerrerer || B i e e
Delay Network Type Designated | of Link
Interval Ignore Mode Router Cost
Interval Router Events
|l | - — = | —

1 1 Disable Disable Broadcast at
i 1 Dizable Disable Broadcast it
1 1 Dizable Disable Broadcast 1
1 1 Disable Disable Broadcast il
1 1 Dizable Disable Broadcast 1
il 1 Dizable Disable Broadcast at

To configure an interface for OSPFv3 routing:

1. Interface - The interface for which data is to be displayed or configured.

2. Use Area ID to enter the 32-bit integer in dotted decimal format that uniquely identifies the
OSPFv3 area to which the selected router interface connects. If you assign an Area ID
which does not exist, the area will be created with default values.

3. Use Admin Mode* to select enable or disable. The default value is 'disable.' You can
configure OSPFv3 parameters without enabling OSPFv3 Admin Mode, but they will have no
effect until you enable Admin Mode. The following information will be displayed only if the
Admin Mode is enabled: State, Designated Router, Backup Designated Router, Number of
Link Events, LSA ACK Interval, and Metric Cost. For OSPFv3 to be fully functional, the
interface must have a valid IPv6 Prefix/Prefix Length. This can be done through the CLI
using the IPv6 address command in the interface configuration mode.

Note: *Once OSPFv3 is initialized on the router, it will remain initialized
until the router is reset.
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Use Router Priority to enter the OSPFv3 priority for the selected interface. The priority of

an interface is specified as an integer from 0 to 255. The default is 1, which is the highest

router priority. A value of '0' indicates that the router is not eligible to become the designated
router on this network.

Use Retransmit Interval to enter the OSPFv3 retransmit interval for the specified interface.
This is the number of seconds between link-state advertisements for adjacencies belonging
to this router interface. This value is also used when retransmitting database descriptions
and link-state request packets. Valid values range from 0 to 3600 seconds (1 hour). The
default is 5 seconds.

Use Hello Interval to enter the OSPFv3 hello interval for the specified interface in seconds.
This parameter must be the same for all routers attached to a network. Valid values range
from 1 to 65,535. The default is 10 seconds.

Use Dead Interval to enter the OSPFv3 dead interval for the specified interface in seconds.
This specifies how long a router will wait to see a neighbor router's Hello packets before
declaring that the router is down. This parameter must be the same for all routers attached
to a network. This value should a multiple of the Hello Interval (e.g. 4). Valid values range
from 1 to 65535. The default is 40.

Use Iftransit Delay Interval to enter the OSPFv3 Transit Delay for the specified interface.
This specifies the estimated number of seconds it takes to transmit a link state update
packet over the selected interface. Valid values range from 1 to 3600 seconds (1 hour). The
default value is 1 second.

Use MTU Ignore to disable OSPFv3 MTU mismatch detection on receiving packets. Default
value is Disable.

Use Passive Mode to make an interface passive to prevent OSPF from forming an
adjacency on an interface. OSPF advertises networks attached to passive interfaces as stub
networks. Interfaces are not passive by default.

Use Interface Type to set the interface type to broadcast mode or point to point mode. The
default interface type is broadcast.

Use Metric Cost to enter the value on this interface for the cost TOS (type of service). The
range for the metric cost is between 1 and 65,535. Metric Cost is only configurable if
OSPFv3 is initialized on the interface.
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Field

Description

IPv6 Address

The IPv6 address of the interface.

LSA Ack Interval

The number of seconds between LSA Acknowledgment packet
transmissions, which 